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ABSTRACT

There are many different techniques being useénmte sensing to capture data for
natural resource management. Aerial video mapEng relatively new technique
that is gaining popularity because of its non imvesess, relative cost-effectiveness
and timeliness.

The Queensland Murray Darling Committee (QMDC) ballected video footage of
rivers within its catchment area to facilitate théver management activities. It
endeavours to ascertain the usefulness and rélabil information provided by
aerial video mapping technology for riparian mamaget.

The aim of this project was to develop object-arenimage processing techniques
and GIS based techniques for extracting riparis@a grarameters from aerial video
imagery. Specifically, the objectives were to ap usaditional image processing
techniques to extract the identified riparian pagters; b) identify and test object-
oriented image processing techniques that may tab$l for mapping the selected
riparian variables; and c) assess the accuraclhieofdsults generated from both the

traditional per-pixel and object-oriented imagegassing techniques.

Four images were extracted from the aerial videxafge. Each image represented a
dominant land cover/use type (i.e. agriculture,antbpasture and forest). For each
image, a set of classes representing various aipgarameters were created. These
were then used for classifying the images usingribgimum likelihood algorithm in
ERDAS IMAGINE 9.1, and the object-oriented clagsifion techniques in Definiens

Professional 5.

The object-oriented approach achieved results agtturacies ranging from 90% up
to 97% while the pixel-based approach managed acms ranging from 69% up to
82%. The data was found to have two major limitadiolt had only three spectral
bands, red, green and blue. Accurate measurementd oot be made from the

imagery because it was collected at an obliqueeang|
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GLOSSARY

Accuracy assessment:use of different techniques to assess the qualftya

classification

Image classification: this is a process of associating or linking imadgects or

pixels with particular informational class (Defing 2006).

Image object: this refers to a group of pixels in an image tiegresent a particular
feature. Each image object has a wide range ofepties that can be used in the

classification process (Definiens, 2006).

Image segmentationrefers to the use of different algorithms to breakimage into

image objects which are then used in image classifin (Definiens, 2006).

Object-oriented image classification:an image classification technique that uses

image objects rather than pixels as the basicafimitassification.

Pixel: picture element:the smallest element in an image

Pixel-based image classificationan image classification technique that uses pixels
as the basic unit of the classification. Duringsslication, each pixel is assigned to a
particular class (Mather, 2004).

Riparian area: an area of land bordering a water body such asa r

Xli



Scale parameter:an arbitrary value used to determine the size afjienobjects and
the upper limit for a permitted change of heter@ggmduring image segmentation
(Definiens, 2006).
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Chapter 1 INTRODUCTION

1.1. Introduction

The Queensland Murray Darling Committee (QMDC) isoa-profit natural resource
management organisation that strives to ensursusiainable management of natural
resources in the Queensland Murray Darling BasMD@) (QMDC, 2007). QMDC,

a co-sponsor for this research project, is concewi¢h the timeliness and adequacy
of the data that it has for river management. éksdo ensure that it has adequate and
timely data to facilitate river management actesti(in this case, riparian area

management) in the QMDB.

To this end, the QDMC has collected video footafesadected catchments in the
QMDB. It endeavours to ascertain the usefulness ratidbility of aerial video
mapping technology and the quality and usefulndsthe information that can be

extracted from the aerial video imagery for manggiparian areas.

Upon establishing the usefulness of the data, tMDQ hopes to use the data in
many different mapping applications. These incluggrian condition mapping,
riparian corridor connectivity and riparian widthapping. They also want to map
vegetation species, bank stability, and streamhngaitd identify erosion points. The
data will also be shared with other land care gsoapd organisations to be used as an
educational and capacity building tool for the coummity.

In previous research efforts, the use of spati@hnelogies (e.g. geographic
information systems (GIS) and remote sensing (RSponitoring riparian areas has
been limited to using the pixel-based approachafalysing high resolution satellite
imagery. Limited studies have been done using heghtial resolution imagery

acquired from aerial video footage for monitoringarian areas. New techniques,
particularly the use of multi-resolution objectemted image analysis approach,
applied to aerial video imagery, have not beennmo@ted in methods or techniques

recommended for monitoring riparian areas.



This study, which is a part of QDMC's Aerial Vid&tapping Project (AVM), seeks
to develop image processing and GIS based techmidoe extracting spatial
information from imagery acquired from the aeriddeo footage, for use in

monitoring and managing riparian areas in the QMDB.

1.2. Problem

QMDC is concerned with the lack of timely and adetqudata necessary for
the apt, effective and efficient management ofraweithin its catchment area.
The data that is currently available to QMDC fornagement of riparian
areas is inadequate and often not available whedeteor not in a usable

form, hence hindering the effective managemenipairian zones.

1.3. Project Aim and Specific Objectives

The aim of this research project was to developeabjriented image
processing techniques and GIS based techniguesexXtracting riparian

parameters from aerial video imagery.

The specific objectives of this study were to:

a. ldentify riparian parameters to be extracted frdme taerial video

imagery.

b. Use traditional image processing techniques toaektthe identified

riparian parameters.

c. Develop object-oriented image processing technigires may be

suitable in mapping the selected riparian variables



1.4.

1.5.

d. Assess the accuracy of the results generated tlsngelected image

processing techniques.

Justification

The need for this project arose because the QMDE la@king for different
ways it could tackle its problem of inadequate antimely data for riparian
area management. Also, limited studies have bee® dising high spatial
resolution imagery acquired from aerial video fgetdor monitoring riparian
areas. New techniques, particularly the use ofimesiolution object-oriented
image analysis approach, applied to aerial videageny, have not been
incorporated in methods or techniques recommendednbnitoring riparian

areas.

Dissertation Structure

This dissertation is made up of six chapters. Giraptintroduces the project,
gives a brief outline of the project backgroundprovides a justification for
the project and presents the project aims and tbgsc Chapter 2 deals with
the literature review. It presents a summary ofilainwork done in the past

and creates a working foundation for this project.

Chapter 3 describes the study area and outlinesf®arch methodology and
techniques used to process the data. Chapter 4dpsowan analysis and
interpretation of the results achieved using thehriégues described in
chapter 3. Chapter 5 discusses the findings ofpttogect and chapter 6
provides conclusions and recommendations basedhendiscussions in

previous chapters.

The dissertation is also made up of ancillary mateappendices, list of

tables and figures.



Chapter 2 LITERATURE REVIEW

2.1. |Introduction

This chapter presents a summary of the literathet tvas reviewed before
undertaking the research work discussed in thigpdp starts by giving a brief
description of riparian areas, their importance #ral current spatial techniques

used in managing them.

It then presents a discussion on pixel-based inzagdysis and object-oriented
image analysis techniques and a comparison betwesse two techniques. A
brief summary of aerial video mapping is also pded here. The chapter
concludes by discussing the usefulness of aeridéovimapping technology

coupled with object-oriented image classificatiomiparian area management.

2.2. Riparian Areas

An area of land is referred to as a riparian aféabiorders a natural water body.
The width of the riparian area is defined in acemick with the objectives of the
purpose for which it is being delineated (Price @vktt, 2002). Figure 2-1 depicts
an example of a riparian area. It shows a natusaémbody, a river in this case,

and the land adjacent to it.
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Figure 2-1: Riparian Area

The Importance of Monitoring Riparian Areas

It is important to monitor the condition of ripami@reas in order to know the
extent of damage or alteration on these areasalbherhan activities (Goetz,
2006). The availability of timely and adequateadabout the state of riparian
areas in the Murray Darling Basin will enable QMDRE take appropriate

action to keep the riparian areas in good health.

Riparian areas play an important role in river gsteam health and diversity.
They help maintain river bank stability by anchgrithe stream banks with
their roots and thus decreasing the rate of sodien (Congalton et al., 2002;
Price & Lovett, 2002). Riparian vegetation providggde which regulates
water temperate and thus improving water qualityrégucing the rate of
growth of algae (Congalton et al., 2002; Neale,719%ice & Lovett, 2002).

Healthy riparian areas also have socio-economiefitsrfor people residing

in their vicinity. Price and Lovett (2002), give dgetailed account of the
importance of correctly managing riparian lands fmth economic and

ecological reasons.
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Image Analysis Techniques

2.4.1. Pixel-Based Image Analysis

A picture element (pixel) is defined as the smaliest that can be displayed
on a computer screen (Clarke, 2003). In remoteisgrisrms, a pixel is the
smallest unit in an image. Thus, a remotely seimsagde is an array of pixels.
Each pixel contains a value that represents theuamof electromagnetic
energy reflected or emitted by one or more geodcafdatures in the area
covered by the image (Mather, 2004).

Pixel-based image classification techniques uselpias the base elements in
the classification process. During classificatieach pixel is assigned to a
particular class. For example, the maximum likedithalassifier will assign a
pixel to a class which it has highest likelihoodbsfing a member (Mather,
2004; Yan et al, 2006). If a pixel represents nthesn one geographic feature,
the pixel is usually assigned to the class of teendominant feature (Mather,
2004).

2.4.2. Object-Oriented Image Analysis

Object-oriented image analysis is a relatively mexage processing technique

that is used to extract spatial information frommo¢ely sensed images.

The basic operating principle of object-orientedag® analysis is the
breakdown of an image into smaller segments knosvolgects (Benz et al.,
2004), hence the name object-oriented. This peocedividing an image into
objects is known as image segmentation (Mather4200is the initial step in

object-oriented image classification. Each objecimiade up of a group of

pixels that represent a homogeneous area (Defifién2006).



Figure 2-2 shows an unsegmented image and FiguesiZews the same
image with images objects created after segmettimgnage.

Figure 2-2: Unsegmented Image

Figure 2-Begmented Image



2.4.3. Object-Oriented vs. Pixel-Based Approach

The advent of high resolution imagery and the awdity of better image
processing technologies have led to a paradigm shifnage classification

techniques used in remote sensing applicationsykaBlaschke, 2006).

Recent research shows that the object-orientecbapprto image processing
is becoming the method of choice for many applweithat require analysis
of imagery with a very high spatial resolution. Fexample, Zhang and Feng
(2005) used the object-oriented approach to mapdtsibution of urban
vegetation from IKONOS imagery. Chubey, Franklindawulder (2006)
devised a method for extracting forest inventorytadérom IKONOS-2
imagery using the object-oriented approach to imagmlysis. Recent
undertakings in land use/cover mapping and chaegection have favoured
the use of the object-oriented approach rather tharpixel-based approach
(Walter, 2006).

In the research studies mentioned in the previawmagraph, the authors opted
to use the object-oriented approach over conveatiolassification methods
(i.e. the pixel-based approach) because such nethade severe limitations
when it comes to dealing with very high spatialofeson imagery. The
inability of pixel-based classifiers to incorporatentextual data and other
aerial photo interpretation elements during thessifecation process can lead
to inaccurate results (Benz et al., 2004). Ripariareas exhibit a relatively
high degree of spatial heterogeneity. In order aprthese areas accurately,
imagery with very high spatial resolution must bsed (Neale, 1997).
However, if the pixel-based approach is used tesifia such imagery, the
results obtained will have lower accuracy becaugel{based classifiers can
be easily misled by the heterogeneity inherent igh hspatial resolution
imagery (Hay & Castilla, 2006).

When mapping vegetation, the pixel-based approady ive unable to
differentiate between different types of vegetatidnich have similar spectral

signatures. This problem can be overcome by ush® dbject-oriented

8
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technique, which allows the incorporation of tegt{Zhang & Feng, 2005)
and other image object characteristics such asesisége and context into the

classification process(Hay & Castilla, 2006).

The pixel-based approach has been proven to prodesdts with lower

classification accuracy when compared to the oljeented approach in a
variety of applications. For example, Yan et abDQ@) undertook a study to
compare the accuracy of pixel-based and objechi@icimage classification
techniques for mapping land-cover in a coal fireaarTheir findings indicate
that the accuracy achieved using the object-oricmiethodology (83.25%)

was considerably higher than that achieved whemgushe pixel-based

approach (46.48%). Yuan and Bauer (2006) used bbg=ed and pixel-based
image classification techniques to map imperviausase areas. They applied
both techniques to medium resolution Landsat TMgemg and found that the
object-based approach produced results with hehigccuracy than those

obtained from the pixel-based approach.

Aerial Video Mapping

Aerial video mapping, also known as aerial videpgsa is a technique used
in remote sensing and other disciplines to gatheta chbout geographic

phenomena (Mausel et al., 1992;).

In its simplest form, an aerial video mapping systeomprises of a standard
home use video camera mounted on a platform suehhaficopter or a small

plane. Figure 2-4 shows an example afeaial video mapping system.



Figure 2-4: Aerial Video Mapping Setup
Source: Peter Smithti{://www.petersmith.com

The complexity and sophistication of the cameradusepends on the
application and budget of the researcher. Positidata is recorded for each
video frame using a GPS receiver linked to the widamera (Mausel et al.,
1992; Neale 1997).

Data collected using aerial video mapping technplcan be used in a variety
of natural resource management applications. & ABs uses in other non-

remote sensing disciplines.

The aerial video mapping technique is gaining paptyl in natural resource
management because it is relatively inexpensiveséand provides coverage
of large areas in a short period of time (Mausellgt1992). It produces data
that is compatible with image processing systentd{@idson, Menges &
Nixon, 1985).These data can, in some cases, beesgsed immediately
without need for pre-processing and correction émave or minimise
instrument errors (Mausel et al. 1992).
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2.6.

2.7.

The Potential of Aerial Video Imagery as a sourcef Spatial
Information for Monitoring Riparian Areas

A review of previous studies into the use of aevideo mapping technology
has revealed that the technique has been usedvi® aovariety of natural
resource management problems, including ripanaa anapping, restoration
and monitoring. This is because the technique liatively cost effective,

timely and non-invasive (Lamb & Brown, 2000).

For example, Wulder et al. (2007) used airborné@aligideo in a study aimed
at validating a large area land cover product. @bthors chose to use the
aerial video mapping technique over other approadiezause it provided a

timely and cost effective solution for their applion.

Aerial video mapping has been used in the pastiparian area mapping and
restoration activities.  Neale (1997) gives a dpson of airborne

multispectral videography and examples of its agpion in mapping riparian
systems. In a study to select sites for riparigtoration, Russell et al. (1997),
manually interpreted aerial video imagery in areragt to verify the results

they obtained by classifying Landsat imagery.

Solving spatial problems requires a technique phavides timely, adequate
and accurate data. Aerial video imagery can be tsadsess the condition of
riparian areas both visually and automatically gsimage classification
techniques. The studies discussed above have ghetvaerial video mapping
is a technique that has produced positive restisnwised in natural resource
management, hence its potential suitability as wcsoof data for riparian

monitoring in the Queensland Murray Darling Basin.

Object-Oriented Paradigm and Aerial Video Mappingas
Applied to Riparian Monitoring

Remote sensing techniques have been and are sidllywused in natural

11



2.8.

resource management. Past research shows that dhre remote sensing
approach used in natural resource management isxthaction of data from
satellite imagery, aerial photographs (Goetz, 20@6perial video imagery

using the pixel-based image classification approach

For example, Goetz et al. (2003) used IKONOS imagermap tree cover
within riparian buffer zones using the pixel-basggproach. In their study,
(Congalton et al., 2002) mapped riparian vegetatiom aerial photos and
Landsat imagery using traditional image classifmatmethods. In a study
conducted by Neale (1997), the supervised pixetthamage classification
technique was used to extract riparian variablemfdigital video imagery.
Hawkins, Bartz and Neale (1997) undertook a stodyssess the vulnerability
of riparian vegetation to flooding. They used swsad pixel-based
classification on aerial video images acquired ttnd after the flood event

to map the effects of the flood on riparian vegetat

Very few studies have been conducted using thectbjpgented approach in
riparian management. Johansen et al. (2007) apphed object-oriented
approach to high spatial resolution imagery inwgtaiming to discriminate

vegetation structural stages in riparian and adjeftgested ecosystems.

Conclusion

This chapter set the technical background forrgsgarch project. It presented
a summary of similar research work conducted in ghst using both the

pixel-based image processing and object-orientedj@processing techniques
in natural resource management. Results from pusviesearch show that the
object-oriented approach tends to produce moreratztesults than the pixel-

based approach, especially when working with imagieait has a high spatial

resolution.
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Chapter 3RESEARCH METHODS

3.1 Introduction

This chapter discusses the research methodologyinghis project. First, a
brief introduction of the study area is presentBuis is then followed by a
summary of the techniques used during data captndepre-processing. A
detailed description of the pixel-based and obpetnted image techniques
is then presented. The chapter concludes by prayiain accuracy assessment
report of the results obtained using both the pbeded and object-oriented

image classification approaches.

3.2 Study Area

The study area for this project is comprised of fiouages extracted from the
video footage captured along the Macintyre and Desw rivers in the
Borders River Catchment. Each image represent$fexemt riparian land
use/cover. For this study, the land cover/use tyedscted were agriculture,

pasture, forest and urban.

The images chosen as the study areas for thiscpianje shown in Figure 3-1
to Figure 3-4.

13



Figure 3-3: Urban Figure 3-4: Forest

The agriculture, forest and urban images were etedafrom video footage
captured along the Macintyre River on thé’28 September 2005 while the

pasture image was obtained from video footage cagtaver the Dumaresq
River on the 2% of September 2005.

The map in Figure 3-5 below shows the location led Macintyre and
Dumaresq rivers.
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3.3 Methods

3.3.1 Data Capture

The data used in this project was captured fron2#feof September 2005 to
the 29" of September 2005 by Gyrovision, a company thaviges aerial
stabilised camera solutions to clients such as QMDC

The data was captured using a digital video cammeranted to the front of a
helicopter. Figur8-6 below is an illustration of a typical aerial video
mapping system.

Figure 3-6: Video Camera mounted oretiddpter
Source: Gyrovisionhttp://www.gyrovision.com.a

The camera used captured data in the visible banddata was collected
using only the red, green and blue bands of thetrelmagnetic spectrum.
The helicopter was also fitted with GPS equipmenrfatilitate the recording
of positional data for each video frame capturelying heights varied
between 50m and 400m along the course of the river.
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3.3.2 Data Pre-processing

Once the data was captured and recorded on digédla, it was transferred
to spatial DVD (sDvD) using GeoVideo, an extenstonl for the ArcGIS

environment from Red Hen Systems (Red Hen Syst@®87). This was
done to enable QMDC staff to interact with the widdata within ESRI's

ArcGIS (ArcMap) environment.

The data used in this project was provided by QMBGDVD format. Two
sDVD disks were provided, one had video capturether23” of September
2005 and the other had footage captured on tHeo&eptember 2005. The
video footage in each disk was about an hour lembitawas accompanied by
other GIS datasets. The datasets included in glewere rivers, major and
minor roads, towns and state of the rivers sit€3RBdata and other water

bodies.

3.3.3 Software Used

Three different types of software were used to agish the aims and
objectives of this research project. The differgmtes were GIS software,

Image processing software and Video processingvacdt
a. ArcGIS9
Product Version: ESRI ArcMap 9.2 Build (1324)
License Type: ArcView Student Edition

Copyright © 1999 — 2006 ESRI Inc. All Rights Resatv

This software was used to perform GIS-based arsalged to

prepare the final results for presentation
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b. ERDAS IMAGINE 9

Product Version: 9.1
Copyright © 1998 — 2006 Leica Geosystems GIS MappibC.
All Rights Reserved

This software was used to extract information frdme video
imagery using the traditional pixel-based imagessification
techniques. It provided algorithms for performingttb the
supervised and unsupervised image classificatioa #me
associated accuracy assessments. It was also agsdform an
accuracy assessment of the results generated tlengbject-

oriented image classification software.

c. Definiens Professional 5

Product Version: Definiens Professional 5
Copyright © 1995 — 2006 Definiens AG, All Rights $eeved

This software was used to classify images usingatigriented
techniques. It provided a wide variety of objedeoted
functionality that made the classification processre flexible
and more accurate as compared to the traditiongtoaph of

classifying images.

d. VideoLAN — VLC Media Player

Product Version: 0.8.6¢
VideoLAN Software Project

VLC is a free cross-platform media player from WieeoLAN

software project. It was chosen for use in thiggmobecause it

has the functionality for capturing still imagesorfr video

18



footage. It was also chosen because it was a chedgss
restricted alternative to GeoVideo.

3.3.4 Video Imagery Sampling

This step involved watching the video footage tnitfy potential study sites
i.e. the video footage was assessed to locatessaiihich could be extracted
as still images and used as a study site. Aftearaa was identified as a

potential site for study, it was extracted usingG/inedia player.

3.3.5 Study Site Selection

The study site was selected by analysing the videtage from both disks
and extracting still images that represented aquéar dominant riparian land
use/cover type. Four images were selected, eaceimepresenting one of

pasture, agriculture, forest and urban land usefctypes.

3.3.6 Identification of riparian parameters to be extracted

Once the images were extracted from the video fmotahe riparian

parameters to be extracted were identified for eayge. Since each image
represented a different land use/cover type, thestyf parameters identified
for extraction were different for the four imagesithough there were

common parameters across all images.
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3.3.7 Image Analysis

The imagery selected as study sites were analysexkttact the identified
riparian parameters. First, before the images waedysed, the parameters
identified for each image were used to create elasBhese classes were then
used in the classification process to extract apatiformation from the
images. The images were classified using both thditional pixel-based
algorithms and the new object-oriented algorithi@ection 3.3.11 gives a
detailed description of how each of these methods wsed to extract

information from the four images.

3.3.8  Accuracy Assessment

The results obtained from the classification precegre analysed and an
accuracy report generated to determine the qualithe classification. This
was done for both the pixel-based classificatio dhe object-oriented
classification. An extensive discussion of how #Hueuracy assessment was
performed is given in sections 3.3.24, 3.3.25 aBd’8.
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3.3.9  Methodology Flow Chart
Figure 3-7 below is a depiction of the methodologgd in this project.

Drata A cqguistion

Wideo lmagery
Sampling

Study Site Sele chon

ld e ntificsticon of
Paramatars

Irmiage Clas=ilicalicn

Levelopmeant of
Fi=el Basadad object-ore e d
Classitication image classitication

algorithhms

E = W N o Tty

ACCu T mTy

Asse ssnnemt Asse ssnnent

Figure 3-7: Methodology Flow Chart
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3.3.10 Image Extraction

The images were extracted from the video footagegu¥LC. VLC is a
freely available media player that allows the esticm of still images from
video. This player was chosen because GeoVideoRaxugbint, the more
suitable applications for this project, could net &cquired due to financial
and licensing constraints. Only trial versions béde products could be
accessed but they had limited functionality andckenere not suitable as the

critical functionality needed for extracting imageas disabled.

A series of images were extracted from the videatafge. Once the entire
video footage was examined, the images were askesgkethose that were
most representative of a particular land use/caoype were chosen as the

study area.

3.3.11 Image Classification

Image classification is a process of grouping @xél an image into

informational categories identified by the imagalgsts.

Two image classification approaches were used im study: pixel-based
approach and object-oriented approach. For thel-pased approach, both
supervised and unsupervised classification teclesiqurhe unsupervised
classification was performed first to help identitye natural grouping of
features in the image. The results produced aidedgtocess of determining
the number of classes necessary for supervisedifcdation. The object-

oriented approach involved the use of rule setdassify image objects.
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3.3.12 Identification of classes

For all of the four images used in this projecg thasses of features present

in each image were identified by visual inspectidvhere necessary, each

class was broken down into subclass to aid theifileetion process. Table 3-

1 below shows the four images and the informaticastgories identified for

each of them.

Land Use/Cover Type

Classes/Sub - Classes

Agriculture

Figure 3-2: Pasture

Crops

o Crops 1

o Crops?2

o Crops3
Water

o Waterl

o Water 2

o Water 3
Tree Cover

o Tree Cover 1

o Tree Cover 2

o0 Tree Cover 3
Shadow

0 Shadow 1

0 Shadow 2
Grass Cover

0 Grass Cover 1
Soil

o Soill

o Soil 2
o Soil 3
0

Soil 4

2.

Forest

Water
o Water 1
o Water 2
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Figure 3-4: Forest

o Water 3
Tree Cover
o Tree Cover 1
o Tree Cover 2
o Tree Cover 3
o Tree Cover 4
Shadow
0 Shadow 1
0o Shadow 2
Grass Cover

0 Grass Cover 1

Urban

Figure 3-3: Urban

Buildings

0 Buildings 1

0 Buildings 2
Water

o Water1l

o Water 2

o Water 3
Tree Cover

o Tree Cover 1

o Tree Cover 2

o Tree Cover 3
Shadow

0 Shadow 1

0o Shadow 2
Grass Cover

0o Grass Cover 1
Bitumen

o Bitumen 1

o Bitumen 2

Pasture

Water
o Water 1l
o Water 2

Tree Cover
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o Tree Cover 1
o Tree Cover 2
o Tree Cover 3
*  Shadow
0 Shadow 1
0o Shadow 2
» Grass Cover

o0 Grass Cover 1

o Grass Cover 2
0 Grass Cover 3

Figure 3-2: Pasture
o Grass Cover 4

o Soill
o Soil 2

Table 3-1: Study Area Images and their associatedmational categories

3.3.13 Pixel-Based Classification

The pixel-based classification was performed ubioil the unsupervised and

supervised approaches. These are described iec¢tierss 3.3.14 and 3.3.15.

3.3.14 Unsupervised Classification

This technique was used in order to get a feeltlier natural groupings of

features present in the images.

The Iterative Self Organising Data Algorithm (ISODA) in ERDAS
IMAGINE 9 was used to perform unsupervised clasatfons. The ISODATA
algorithm loops until the maximum number of iteva have been completed
or when the convergence threshold is reached battve® iterations. A more
detailed description of the ISODATA algorithm cae bound in Mather
(2004).
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Figure 3-8 shows the inteefgorovided by ERDAS IMAGINE
9 for setting the parameters to be used duringuttseipervised classification
process. The number of classes or groupings wa® &€& This number tells

the algorithm to group the features in an image %t different classes.

The maximum iterations value was set to 6. This lpemdetermines the
number of cycles that the algorithm goes throughiente-clustering the data.
It prevents the algorithm from looping continuousiythout reaching the
convergence threshold. The convergence threslagltdines the maximum
percentage of pixels whose cluster assignmentsgoannchanged between
each clustering cycle. The X and Y skip factorseveach set to 1 so that all

pixels in the image are included in the classifaa(ERDAS, 2007).

Xj
' Iriput Raster File: (*.ima) I At e ]
amiculiure.img & I I = |
¥ Dutput Cluster Layer W Output Signature Set
Filenarme: [*img] Fihame: [%.sig)
trial.irmg = | Itrial 5i9 = |

Chistenng Dptions:;

% |nitiafize from Statistice € Uze Signature Means

Mumber of Claszes: | 50} 3:

Initiskzing Options... | Color Scheme Options... |

Frocessing Options:

- = Skq:l I-'-acl'.nre:
M axirram [besations: iE 3.. .
{ ﬂ.
. |1
Convergence: Thieshold: 0.350 = | - =

™ Clazsily zeros |T; 1 :
ok | Batch | a0l | Cancel | Help |
Perform Isodata Cluster

Figure 3-8: Unsuperviseaksification dialogue box
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3.3.15 Supervised Classification

This technique is heavily dependent on user inpdt knowledge of the area
represented by the image being classified. Priocl&ssifying an image,
training samples were selected for each of therigpaparameters identified
for that image. The algorithm used to perform thpesvised classifications
was the maximum likelihood parametric rule. Thikrrequires training data
to compute the likelihood of a pixel belonging tgarticular class. It uses
mean values from the training samples to classikelp in the image

(Campbell, 2007). A more detailed description & thner workings of the

maximum likelihood algorithm can be found in Mati2004). Figur&-9

shows the interface used to set the parametessif@rvised classification.

fa. Supervised Classification . =
Irpul Raster File: (" ama) Input Sigreature File: [ zig)

| agriculbure.img = | ] agriculture sig = |

Elazsfied File: ["ing] I Distance File

Jtnal.ing @ | Eligrsmmes[Simg)
Attibute Oplions... [ 11l = |

[T Fuzzy Classification i Hj Heal Elhssne P Paosl

Deciion Hulkes:
Hon-parametic Fue; | Mo j
[serlan Fule | Faramsine Fule j
Irelazsiied A |Parametic Flule =
Pararnetric: Bule: b awirnurn Likelhood
[T Classily zeros I Use Probabdities
[ ok ] Bach | 401 | Cancel |  Hep
Yerform Supervised Classificaton

Figure 3-9: Supervised Classification dipie box
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3.3.16 Training Samples

Before commencement of the classification procems\ples were selected for
each of the sub-classes associated with a partisufger class for each of the
four images. No samples were selected for the stlpsses as these were only
used on a nominal scale. Care was taken to enksatehte samples selected
were representative of their classes. The repratbesmess of samples was
checked by inspecting their spectral curves to ensat they resembled a
Gaussian distribution, indicating that the samplgresented only one feature
class. Figure 3-10 below shows a histogram of iaitrg sample selected to

represent the subclass tree cover 1. The histobesna single peak indicating

that the selected sample represents one featuye onl

_ioi x|
B and Number; 1
histogram
i A
]
A &
549 167.009

Clazs I Frirt Save I Heip I "hl

Figure 3-10: Histogram for Tree Cover 1 traingagnple

Figure3-11 below shows the signature file containing the dasip
from which the histogram in Figure 3-10 was gerextafThe histogram in
Figure 3-10 belongs to the highlighted class (TCeser 1) in Figure
3-11
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=[81x]
Fle Edit View Evaliate Featire Classify  Help
&0 v+ TWE VA
Class # || Signature Name | Color | Red  Gieen | Ble | Value | Order &
1| [Crops] B 00| 0514 0402 1 1
2| |Crops2 | 0440] 0817] ez 2] 2
3| [Crops2 B 022] o478] nas] 3 3
|| Tree Cover 1 [ EE 4 4
5| [Tree Cover 2 I 0432 0443 0478 B[ 5
B | [Shadow M oo ood] 013 6 6
7 | [Tree Cover 3 | 044 o4g8] on4n] 7] 7
Bl |Sall s 07461 0618] 0893 8 8F
4 | b
: 5

Figure 3-11: Signature File

3.3.17 Object-Oriented Classification

Object-oriented classification is a relatively nemage processing technique
that works on image objects rather pixels. Piesbsthe lowest level in the
image object hierarchy. Once an image has been esggth and image
objects created, the classification process focosethe image objects and
uses them as the basic unit of the classification.

3.3.18 Image Segmentation

This was the first step performed during objecented image classification.
During this step, the image was broken down intagenobjects. The size of
the image objects depended on the chosen scalang@ma The scale
parameter determines the maximum allowed heterdtyefoe the resultant

image objects (Definiens, 2006).

For this project, scale parameters of 10 and 5@ wsed to extract different

riparian parameters. The appropriate scale parartetese was determined
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by the trial and error approach. The images wegmsated and classified
using different scale parameters until an appréopriar satisfactory scale
parameter was found. FiguBel2 shows an image segmented with a scale
parameter 10 while  Figui®13 shows an image segmented with a scale
parameter 50. As can be seen from Fidf2, a scale parameter of 10
resulted in a large number of small sized objediden Figure3-13 shows

that a scale parameter of 50 resulted in small murablarge image objects.

Figure 3-12: Scale parameter 10
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Figure 3-13: Scale parameter 50

The images used in this project were segmentedgusdie multi-resolution
segmentation algorithm. This algorithm used a ls¢iaroptimization procedure which
minimizes the average heterogeneity of image aobjdor a given resolution

(Definiens, 2006). The images analysed in thisqmiopad a spatial resolution of 1m.

Figure3-14 shows the interface provided by the software fefttisg the
parameters used during the image segmentationggotbe homogeneity criterion is
a set of parameters (colour and shape) used tamzimithe heterogeneity within
image objects. The shape criterion is made up @hpaztness and smoothness
(Definiens, 2006). The value assigned to the skaperion was kept to a minimum in
order to preserve the spectral homogeneity of inwdogects (Definiens, 2006).
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Scale Parameter Analysis

Layer weights Dizplay settings
Layer name | Layer stddes. | "Weight | -
Laper 1 [37.1] 10 Edit line width 2 Z‘
Layer 2 [36.4) 1.0
Layer 3 (30.5] 1.0 kinimum wvalue 1

M aximum value | 1834.4

Select and edit weights: I'l_ Apply | Fezet |
Lewvel Composition of homageneity criterian:
|L2 j Color W
] Criterion —< Smoathhess |5—
S|erf;|:::|atmn mcu:lej Shape ID— —< Compactress W

Calculate | Statiztics | Cancel |

Figure 3-14: Scale Parameter Analysi

3.3.19 Nearest Neighbour Classification

This object-oriented image classification technigsesimilar to the pixel-

based supervised classification technique in thalso requires samples to
classify images. The samples used in nearest In@ighclassification are

based on image objects rather than pixels as iargiged classification. The
nearest neighbour algorithm works by computingdistance (in the defined
feature space) to the nearest sample image olgieeath image object in the
image. An image object is assigned a class repiexddny the closest or
nearest sample object (Definiens, 2006). Figuré&é3-dhows a dialogue box
used to specify the image object features choseefioe the feature space for
nearest neighbour classification. Once the feaspece was defined, it was
applied to the classes present in the class hlgrarc
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Edit Standard Nearest Meighbor. Feature Space

Available Selected
- w Obiject features SR [Ibject features
+ - Layer Values - LayerWales
+-Lh Shape - Mean
+ Texture L Layerd
- Hierarchy L Layer 2
- w Scene features 7 Layer 3

= Scene-Related

+

0k, | Cancel

Figure 3-15: Defining Feature Space for Nearesghbour Classification

3.3.20 Creating Class Hierarchies

Class hierarchies were created by identifying thprapriate informational
categories (classes) for each image. These clagsesthen broken down
into subclasses to accommodate the within clasghiity. The software
provided a drag and drop mechanism for creatindaaschierarchyFigure

3-16 below shows an example of a class hierarchy.
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Class Hierarchy %]

O Grass Cover
—|-#§ Shadow
{7 Shadow 1
@ shadow 2
-4 Tree Cover
() Tree Cover 1
() Tree Cover 2
) Tree Cover 3
@ Tree Cover 4
-4 Waker
@ water 1
P water 2
& water 3

| 4| ¥ |w[\Groups A Inheritance

Figure 3-16: An example of a class hierarchy

3.3.21 Image Object Feature Space

The feature space refers to the characteristitheofmage objects that were
included in the classification process. The sofewarovided a range of
features to choose from. Figure 3-17 shows an ebaoiphe different image

object features that were available for use duinmage classification.
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Object features

= Cugtomized

8 Laver Values

Lh Shape

B Testure

& Hierarchy
Clagz-Related features
«#+ Felations to neighbor objects
+- m  Edigtence of
+- = Mumber of

+- »  Border to

+- =» Fel border to
¥

¥

¥

I s S B e

= FRel area of

= [Digtance to

= bdean diff. to
A Relationsz to zub object=
& FRelations to super objects
= Relationz to Clazsification
Scene features
= Clazz-Related
= Scene-Related

[

¥

Figure 3-17: Image Object Features

3.3.22 Classification

Definiens Professional 5, the software used foecatbpriented classification in
this project, provided a simple ‘click and classifyechanism for performing
nearest neighbour classification. Figure 3-18 isllastration of the interface

provided by the software for performing nearesghbour classification.
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X

Classification Settings

Mode Active classes

al |

Class daomain Feature Space

| Mean Layer 1, Mean Layer 2, Mean Layer 3 |

Lewvel domain

=l v
- [
Assign | Cancel |

Figure 3-18: Nearest Neighbour ClassificatiortiSgs

Prior to performing the classification, the featwpace was defined and
applied to the classes defined in the class hibyarthe image objects were
then assigned to their respective classes usingahrest neighbour algorithm.
A custom algorithm was used to assign subclassekeio super class. For
example, image objects classified as Tree Covendl. Taee Cover 2 were
assigned to the super class Tree Cover by use afgamithm defined in the

process tree.

3.3.23 Refining Classification using rule sets

The classification results obtained using the NsetaMeighbour approach
were not 100% accurate. These results were furdfamed using custom

made rule sets.

Using rule sets to refine classification resultsva$ for the incorporation of

other image object characteristics in the clas#ifim process. Characteristics
or image object features such as area, border ighlheur objects, relative

border to neighbour objects and distance to neighlobjects were used to
refine the classification results.

Figure 3-19 shows the features used when clasgifyfie agriculture image.

The values associated with each feature gave acaiimh of how the selected
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image object relates to its neighbours. For examgme tree cover objects
(incorrectly classified) bordering crop image oltgelcad a “distance to crops”
value of zero. This statistic was used as a coitefior classifying those objects
as crops. This was validated against the origimage to ensure that image
objects were assigned to the correct class. Thatoghanage objects that were
misclassified as tree cover were reclassified asl®lv using the assign class
algorithm. The area and “distance to neighbour abjefeatures were used to
set the conditions for the algorithm, so that otfigse objects that met the
criteria could be classified as shadow. Besides ubke of conditions to

automatically exclude some objects during classiion, the algorithm was

also used to classify manually selected (highlidhtsage objects.

Feature Y alue
Layer Yalues Mean
Laver 1 17312
Layer 2 169.55
Layer 3 147.64
Shape Generic
Area BBE0T
Helations to neighbor objects Border to
Crops 1421
Sail n
Tree Cover 5409
W ater 487
Helations to neighbor objects Rel. border to
Crops 01330
Shadows 0.031734
Sail 1
Tree Cover 05292
W ater 0047642
Helations to neighbor objects Distance to
Crops ]
Shadows ]

Sail 13.07
Tree Cover 0
W ater 0

Figure 3-19: Image Object Features used whesitjazy the Agriculture image

The process of refining classification results gsiole sets is iterative and
was repeated until the results obtained were deesagsfactory. Figure 3-20
shows a dialogue box used to set conditions fargutie area of an image

object in the classification process. In this cam@ly those image objects
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whose area is less than the one specified in tdeglie box were included in
the classification.

Edit threshold condition

Feature

Area |

Threzhold settings

< <=| =| <>| >=‘ > |

(285 | |Mounit =]

Entire range of 0. 4410

Delete condition 0k | Cancel

Figure 3-20: Setting conditions for a custom 3dé

The rule sets used to improve the classificatiomewgrouped together in a
process tree. Figure 3-21 is an example of a psotres. It lists out all the
algorithms (rule sets) used to classify the urbtnmlys area image. Similar
process trees were used during the classificatfotmeo other images in the
study area.
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- = Segmentation

—|- m LZ Group Classes
PL Grass Cover 1, Grass Cover 2 at Level One: Grass Cover
tL Building 1, Building 2 at Level Cne: Buildings
PL Shadow 1, Shadow 2 at Level One: Shadow
PL Bitumen 1, Bitumen 2 at Level One: Bitumen
tL Water 1, Water 2, Water 3, Water 4, Water 5 at Level One: Waker
tL Tree Cover 1, Tree Cover 2, Tree Cover 3, Tree Cover 4, Tree Cover 5 at Level One:
Refine Classification
PL < 1ms Tree Cover at Level Two: Shadow
BL \Water with Distance ko Bitumen = 0 at Level Two: Bitumen
PL Buildings at Level Two: Bitumen
tL Biturnen with Distance to Buildings = 0 at Lewel Twa: Buildings
PL Tree Cover at Level Two: Buildings
PL water with Area < 2000 at Level Two: Tree Cover
PL Bitumen with Area < 285 at Level Two: Tree Cover
= = Merge
w1 ms  Bitumen at Level Twos merge region
w1 ms  Shadow at Level Twos merge region
wwee 0,0155  Tree Cover ab Level Two: merge region
wwe 1 ms  Buildings at Level Two: merge region
w1 s WWaker at Level Twos merge region

< *
4| 4| » | »['Process Tree /
Figure 3-21: Process Tree

3.3.24 Accuracy Assessment

The quality of the classification results was assdsfor both the object-
oriented classification results and the pixel-baskdsification results using
ERDAS. Refer to sections 3.3.25 and 3.3.26 for mofermation about the

accuracy assessment procedure used.

3.3.25 Pixel-based classification results

The accuracy assessment for the pixel-based ctag®ih was performed
using the accuracy assessment tool in ERDAS. Feh emage, a 100

random points were used in the accuracy assesymerdss. Each of these
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random points was assigned a class value (referealce). The assigned
class value was compared to the value automatiealygned to the random
point. Any mismatch between the manual and autaalftiassigned values
represented a classification error.

3.3.26 Object-oriented classification results

The accuracy assessment for the results obtaired fhe object-oriented
classification was performed using the same teclenip that used for those
from pixel-based classification. This was acconty@ by exporting the
object-oriented classification results from DefimeProfessional 5 to ERDAS
IMAGINE 9 and then using ERDAS’ accuracy assessrunitto perform the

accuracy assessment.

3.4 Conclusion

This chapter described the research methods usedgdthis project. It
described the data capture and pre-processingiteemused to prepare the
data for analysis. The two image classificatiomtegues: object-oriented and
pixel-based and the algorithms used by each teakniq analyse the video
imagery were also discussed. The next chapter mies¢éhe image

classification results obtained from these two od#h
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Chapter 4 RESULTS

4.1 Introduction

The four images that made up the study area faer fihdject were classified using
pixel-based image classification and object-origrntaage classification techniques.
The object-oriented classification approach produpesults with greater accuracy
than those obtained from pixel-based analysis.ckiject-oriented approach achieved
results with accuracies greater than 90% while pghxel-based approach managed
accuracies ranging from 69% up to 82%.

Please note that the imagery in the maps preseémtdds chapter was taken at an

oblique angle, hence the absence of a scale blae imaps.

4.2 Pixel-Based Image Classification Results
The classification results shown below were obiog classifying the four study

area images (agriculture, urban, forest and pgstaising the maximum likelihood
algorithm (supervised classification).
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4.2.1 Supervised Classification Results - Agriculture

Pixel - Based Classification Results
Study Area Image : Agriculture

Legend

Agriculture [l soi
class_Names [l shadow
- Water - Crops
- Tree Cover

Figure 4-1: Agriculture — Supervised classificatresults
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4.2.2 Supervised Classification Results - Urban

Pixel - Based Classification Results
Study Area Image : Urban

Legend

Urban |

Class_Names [ Grass Cover
B vt [ Buiding
- Tree Cover |:| Biturnen

Figure 4-2:

Urban — Supervised Classificatiosutis
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4.2.3 Supervised Classification Results - Forest

Pixel - Based Classification Results
Study Area Image : Forest

Legend

Forest B e Cover
Class_Name - Shadow

- Wiater i Grass Cover

Figure 4-3: Forest — Supervised Classificati@sutts
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4.2.4 Supervised Classification Results - Pasture

Pixel - Based Classification Results
Study Area Image : Pasture

Legend

Pasture B =

Class_Names [l shacow
- Water |:| Grass Cover
- Tree Cover

Figure 4-4: Pasture — Supervised ClassificatieauRs



4.3 Object-Oriented Image Classification Results

The classification results shown below were obtiog classifying the four study

area images using object-oriented techniques.

4.3.1 Object-Oriented Classification Results - Agriculture

Object - Oriented Classification Results
Study Area Image : Agriculture

Legend

Agriculture [ soi
Class_Names - Tree Cover
- Crops - \Water
B oo

Figure 4-5: Agriculture — Object Oriented Clagsifion Results

46



4.3.2 Object-Oriented Classification Results - Forest

Object - Oriented Classification Results
Study Area Image : Forest

Legend
Forest | EEER
Class_Names [l Tree Cover

B caresoil [ vvater
[ ] Grass cover

Figure 4-6: Forest — Object Oriented ClassifmatResults
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4.3.3 Object-Oriented Classification Results — Urban

Object - Oriented Classification Results
Study Area Image : Urban

Legend

Urban [ ] Grass
Class_Names [ shadow
I:l Biturmen - Tree Cover
B cuicing N veter

Figure 4-7: Urban — Object Oriented ClassificatiResults
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4.3.4 Object-Oriented Classification Results — Pasture

Object - Oriented Classification Results
Study Area Image : Pasture

Legend
Pasture I
Class_Mames I e cover

|:| Grass Cover _ YWater

Figure 4-8: Pasture — Object Oriented ClassificaResults
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4.4 Accuracy Assessment Results

Table 4-1 shows the accuracy assessment resuéiseth from both the pixel-
based image classification and object-oriented s@laation for each of the
images that made up the study area. It shows thealb\classification accuracy
and the overall Kappa statistics for each methoceéxh of the four images that

make up the study area. The complete error matfarethe classification results

listed in Table 4-1 Accuracy Assessment Result@re in appendices B to .

Pixel-Based Classification Object-Oriented Classifiation
Image Overall Overall Overall Overall Kappa
Classification Kappa Classification Statistics
Accuracy Statistics Accuracy
Agriculture 69.00 % 0.5098 97.00 % 0.9600
Urban 80.00 % 0.7737 92.00 % 0.8810
Forest 82.00 % 0.7321 93.00 % 0.8682
Pasture 73.00% 0.5065 90.00 % 0.8332

Table 4-1: Accuracy Assessment Results

45 Conclusion

The results indicate that the object-oriented imagssification approach is more
accurate than the traditional pixel-based imagesstfigation approach. The
overall classification accuracies achieved usingeahoriented classification
techniques were 97%, 92%, 93% and 90% for the altwie, urban, forest and
pasture images respectively. The correspondingatiieappa statistics for these
images were 0.9600, 0.8810, 0.8682 and 0.8332. pikel-based image
classification approach produced overall classificaaccuracies of 69%, 80%,
82% and 73% for agriculture, urban, forest and yastrespectively. The
associated overall kappa statistics were 0.509830, 0.7321 and 0.5065. An in-

depth analysis and interpretation of these resuifisesented in chapter 5.
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5.1.

5.2.

Chapter 5 ANALYSIS AND DISCUSSIONS

Introduction

The purpose of this chapter is to provide an intdepnalysis and
interpretation of the image classification resytesented in the previous
chapter. The classification results were as expeatéh the object-oriented
classification techniques achieving greater clasdibn accuracies than the

traditional pixel-based image classification apptoa

Interpretation of classification results

The object-oriented approach produced results \gi#ater accuracy than
those attained by the pixel-based approach. This tha expected outcome
since the object-oriented approach has been priavéave a superior ability
of handling high resolution imagery. High resadatimagery is made up of
pixels with a higher degree of spectral variabilithich makes the statistical
classifiers used in pixel-based classification leSsctive when dealing with

high resolution imagery (Zhang & Feng, 2005).

The pixel-based approach uses only the spectraésalontained in each pixel
during classification. The inability of pixel-basetassifiers to incorporate
contextual data and imagery interpretation elemdnting the classification
process can lead to inaccurate results (Benz e2@D4). With the object-
oriented approach, image object features such es, aelative border to
neighbour objects, distance to neighbour objectd laorder to neighbour
objects were used to enhance the final classifinatoutcome. Their
incorporation into the classification process reslilin the achievement of

greater classification accuracies.
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Problems inherent in the classification of hightspaesolution imagery using

pixel-based classification were evident from theutes obtained. Figures
Figure 4-1, Figure 4-2 and Figure 4-4 show the aall pepper effect that
appears on high resolution images classified utiagoixel-based techniques.
This salt and pepper effect was due to the incapatipixel-based classifiers
to deal with the increased variability embeddedhigh spatial resolution

imagery (Hay & Castilla, 2006).

Table 4-1 shows the accuracy assessment resulttheofclassifications

performed using the pixel-based maximum likelihdedhnique and object-
oriented techniques for all four images in the gtacka. It shows the overall
classification accuracy and the overall Kappasia#i achieved using both the
techniques mentioned above for each of the imagaisrmade up the study
area. The kappa coefficient is a statistical measdirclassification accuracy
(Mather, 2004). A kappa value of zero means thateths no agreement
between the reference data and the classifier bwtpile a value of 1.000

shows perfect agreement (Mather, 2004). The Kapp#icient endeavours to
provide a measure of agreement between the refedata and the classifier

output that has been adjusted for chance agred@antpbell, 2006).

The Kappa statistics obtained using the objectrtei® approach for the
agriculture, urban, forest and pasture images W£@00, 0.8810, 0.8682 and
0.8332 respectively. These statistics indicateiroply a high level of

agreement between the reference data used andag®fier output. For the

pixel-based classification, the Kappa statisticsenm@.5098, 0.7737, 0.7321
and 0.5065 for the agriculture, urban, forest aastyre images respectively.
Compared to those obtained using the object-omkentgproach, the Kappa
statistics for the pixel-based approach were faonge lower. This was due to
the fact that only pixel values were used in theepbased classification
whereas the object-oriented approach incorporatiberoelements in the
classification process. Other factors such as ifapereference data and the
increased spectral variability within each pixelynteave contributed to the

achievement of lower classification accuracies.
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5.3.

The classification results achieved in this redegqnmject were found to be
consistent with results obtained from previous igsithat used both the pixel-
based image classification approach and the objgetted image

classification approach to classify imagery withigh spatial resolution. Yuan
and Bauer (2006) used object-based and pixel-basage classification

techniques to map impervious surface areas. Thpleadpboth techniques to
medium resolution Landsat TM imagery and found ttte object-based
approach produced results with a higher accuraamy those obtained from the
pixel-based approach. Yan et al. (2006) undertockuay to compare the
accuracy of pixel-based and object oriented imadagsdication techniques for
mapping land-cover in a coal fire area. Their firgd indicate that the
accuracy achieved using the object-oriented metlggio (83.25%) was

considerably higher than that achieved when udiegpixel-based approach
(46.48%).

Data Limitations

The data used in this research project was fouhdve two major limitations.
It lacked some spectral bands which would have niagessible to extract

more information from the imagery and it was cdkekcat an oblique angle.

5.3.1. Lack of Near Infrared Band

The aerial video footage from which the imagery wasacted was collected
in three spectral bands only: red, green and blie. absence of the near

infrared band proved to be a major limitation dgrihe classification process.

The near infrared band is a crucial component ia tomputation of
vegetation indices and ratios (Campbell, 2007)vds not possible to use the
infrared-to-red band ratio to separate vegetatedsairom non-vegetated areas

during image classification. Healthy vegetation haligh reflectance in the
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5.4.

near infrared band and low reflectance in the ado(Campbell, 2007). This
contrasting spectral behaviour would have madeaties to distinguish
between actively growing vegetation and dead veigeta(logs) in the
imagery. The lack of the near infrared band alsaléied the use of vegetation
indices and ratios to distinguish between native @xotic vegetation species

in the riparian zones.

5.3.2. Oblique Nature of the Imagery

The video data used in this project was captureghatblique angle. This in
turn meant that the imagery extracted from the wiftstage was oblique. In
an oblique image, the scale is constant along arey parallel to the true
horizon but differs from point to point along antpher line (Moffit & Mikhail,
1980).

Since the scale in the imagery acquired from thdewifootage varied
continually from point to point, it was not possilib take measurements from
the imagery. The inability to take measurementsnfthe imagery hindered
the extraction of some riparian parameters. Fomgie, it was impossible to
determine the total area covered by bare soil paiclwhich serve as an
indicator of soil erosion along the riparian coordOther parameters which
could not be extracted from the imagery due todh&nging scale were the

width of the riparian zone and the stream width.

Conclusion

This chapter presented a discussion of the reaghgeved in this project. It
was found that the results achieved were as exghewith the object-oriented
approach achieving greater classification accusathlean the pixel-based
approach. The results were also found to be cemistith those obtained

from similar studies. The chapter concluded by iifging and discussing the

54



limitations found in the data. These limitationsrevdound to have greatly
reduced the amount of useful spatial informaticat dould be extracted from

the video imagery.
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6.1.

6.2.

Chapter 6 CONCLUSIONS

Introduction

This chapter presents the conclusions derived tf@mranalysis of the results

achieved in this project. The specific objectivethes study were to:

a. ldentify riparian parameters to be extracted frame terial video

imagery.

b. Use traditional image processing techniques toaektthe identified

riparian parameters.

c. Develop object-oriented image processing technigires may be

suitable in mapping the selected riparian variables

d. Assess the accuracy of the results generated tisengelected image

processing techniques.

These objectives were successfully completed afhahe data limitations
identified in chapter 5 hindered the extractionsofne riparian parameters
using the object-oriented approach. The pixel-basmgbroach was
successfully used to extract the identified ripar@arameters albeit with a

lower degree of accuracy compared to the objeetted approach.

Conclusions

The conclusions drawn from the findings of thigdstare;

a. The object-oriented approach produced more accueatdts than the
pixel-based approach in the extraction of ripapanameters from the

video imagery.
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b. The lack of the near infrared band hindered theaetibn of certain
riparian parameters. This limited the amount offuisaformation that

could be extracted from the video imagery.

c. The oblique nature of the imagery inhibited theusate measurement
of riparian variables. This characteristic of theagery also limited the
amount of useful information that could be extrdcter riparian area

management.
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b. The potential role of using aerial video images for extracting spatial

information

2. Select a suitable study site and identify riparian parameters to be extracted from
the aerial video images for that site. Carry out field data collection as necessary.

3. Acquire the necessary spatial datasets (aerial video imagery) for the study site.

4. Prepare the data for analysis.

5. Use appropriate image processing techniques to extract the identified riparian
parameters. Identify and test selected object oriented image processing
techniques that may be suitable in mapping the riparian variables identified in
step 2.

6. Assess the accuracy of the results generated using the methods used in step 5.

7. Write, revise and submit final dissertation.
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APPENDIX B

Object — Oriented Classification Error Matrix
Study Area Image: Agriculture

CLASSI FI CATI ON ACCURACY ASSESSMENT REPORT
Image File : e:/ecog/agriculturereclass.ing
User Nane : w0030444
Dat e : Wed COct 17 21:34:23 2007

ERROR MATRI X

Ref erence Dat a

Cl assified Data Uncl assi fi Water Tree Cover Crops

Uncl assi fi ed 0
Wat er 0

Tree Cover 0
Cr ops 0

Shadow 0

Soi | 0

Col um Tot al 0 11 38 21

Ref erence Dat a



Cl assified Data Shadow Soi
Uncl assi fi ed 0 0
Wat er 0 0
Tree Cover 1 0
Crops 0 0
Shadow 9 0
Soi | 0 20
Col um Tot al 10 20
- End of Error Matrix ---

ACCURACY TOTALS

Cd ass Reference dassified
Nane Total s Total s
Uncl assi fi ed 0 0
Wat er 11 11
Tree Cover 38 38
Crops 21 21
Shadow 10 10
Soi | 20 20
Total s 100 100
Overal|l Cassification Accuracy = 97.

End of Accuracy Totals

KAPPA (K") STATI STI CS

Nunber

Correct

00%

100

Pr oducers
Accur acy

90. 91%
97. 37%
100. 00%
90. 00%
100. 00%

Users
Accur acy

90. 91%
97. 37%
100. 00%
90. 00%
100. 00%
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Overal | Kappa Statistics = 0.9600

Condi ti onal Kappa for each Category.

G ass Nane Kappa
Uncl assi fi ed 0. 0000
Wt er 0. 8979

Tree Cover 0. 9576
Cr ops 1. 0000
Shadow 0. 8889

Soi | 1. 0000
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APPENDIX C

Object — Oriented Classification Error Matrix
Study Area Image: Forest

CLASSI FI CATI ON ACCURACY ASSESSMENT REPORT
Image File : e:/ecog/forestreclass.ing
User Nane : w0030444
Dat e : Wed Cct 17 20: 23: 29 2007

ERROR MATRI X

Ref erence Dat a

Cl assified Data Uncl assi fi Water Tree Cover Bare Soi l
Uncl assi fi ed 0
Wat er 0

Tree Cover 0
0

0

0

Bare Soi |
Grass Cover
Shadow

Col um Tot al 0 26 63 0



Cl assified Data
Uncl assi fi ed
Wat er

Tree Cover

Bare Soi |

Grass Cover
Shadow

Col um Tot al

Cd ass Reference dassified

Name Total s Total s

Uncl assi fi ed 0 0
VWt er 26 25

Tree Cover 63 62

Bare Soi l 0 0

Grass Cover 0 1
Shadow 11 12

Total s 100 100

Overall Cassification Accuracy = 93.

Ref erence Dat a

Grass Cove Shadow
0 0
0 1
0 1
0 0
0 0
0 9
0 11

End of Error Matrix ---

End of Accuracy Totals

Row Tot al

100

Producers
Accur acy

92. 31%
95. 24%

81. 82%

Users
Accur acy

96. 00%
96. 77%

75. 00%
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KAPPA (K") STATI STI CS

Overal | Kappa Statistics = 0.8682

Condi ti onal Kappa for each Category.

G ass Nane Kappa
Uncl assi fi ed 0. 0000
Wat er 0. 9459

Tree Cover 0.9128
Bare Soi l 0. 0000
Grass Cover 0. 0000
Shadow 0.7191
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APPENDIX D

Object — Oriented Classification Error Matrix
Study Area Image: Urban

CLASSI FI CATI ON ACCURACY ASSESSMENT REPORT
Image File : e:/ecog/urbanreclass.ing
User Name : w0030444
Dat e : Wed Oct 17 19:51:18 2007

ERROR MATRI X

Ref erence Dat a

Cl assified Data Uncl assi fi Water Tree Cover Bi t unen
Uncl assi fi ed
Wat er

Tree Cover

Bi t unen

Bui | di ng

Shadow

G ass

[eNeoloNoNoNeNo)

o
N
(o]
N
\l
'_\
o

Col um Tot al



Ref erence Dat a

Classified Data Bui | di ng Shadow G ass
Uncl assi fi ed 0 0 0
Wat er 0 0 0
Tree Cover 0 1 0
Bi t unen 0 0 0
Bui | di ng 2 0 0
Shadow 0 11 0
G ass 0 0 1
Col um Tot al 2 12 1
----- End of Error Matrix -----
ACCURACY TOTALS
Cd ass Reference C assified Nunber
Nane Total s Totals Correct
Uncl assi fi ed 0 0 0
VWt er 28 29 27
Tree Cover 47 48 44
Bi t unen 10 7 7
Bui | di ng 2 3 2
Shadow 12 11 11
G ass 1 2 1
Tot al s 100 100 92
Overall Cdassification Accuracy = 92. 00%

Row Tot a

Pr oducers
Accur acy

96. 43%
93. 62%
70. 00%
100. 00%
91. 67%
100. 00%

Users
Accur acy

93. 10%
91. 67%
100. 00%
66. 67%
100. 00%
50. 00%
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Overal | Kappa Statistics = 0.8810

Condi ti onal Kappa for each Category.

G ass Nane Kappa
Uncl assi fi ed 0. 0000
Wat er 0.9042

Tree Cover 0. 8428
Bi t unen 1. 0000

Bui | di ng 0. 6599
Shadow 1. 0000

G ass 0. 4949




APPENDIX E

Object — Oriented Classification Error Matrix
Study Area Image: Pasture

CLASSI FI CATI ON ACCURACY ASSESSMENT REPORT

Image File : e:/ecog/ pasturereclass.ing
User Name : w0030444
Dat e : Wed Cct 17 21:03:57 2007

ERROR MATRI X

Ref erence Dat a

Classified Data Uncl assi fi Water Tree Cover G ass Cove
Uncl assi fi ed 0 0 0 0
VWt er 0 2 0 0

Tree Cover 0 0 15 1
Grass Cover 0 0 4 52

Soi | 0 0 0 0

Col um Tot al 0 2 19 53



Cl assified Data
Uncl assi fi ed
Wat er
Tree Cover
Grass Cover

Soi

Col um Tot al

Uncl assi fi ed

Wat er

Tree Cover

Grass Cover
Soi

Total s

Overall O assification Accuracy =

Ref erence Dat a

End of Error Matrix ----

End of Accuracy Totals

Reference Cassified Nunber
Total s Totals Correct

0 0 0

2 2 2

19 16 15

53 61 52

22 21 21

96 100 90

90. 00%

Pr oducers
Accur acy

100. 00%
78. 95%
98. 11%
95. 45%

Users
Accur acy

100. 00%
93. 75%
85. 25%

100. 00%



KAPPA (K*) STATI STICS

Overal | Kappa Statistics = 0.8332

Condi ti onal Kappa for each Category.

Uncl assi fi ed
Wat er

Tree Cover
Grass Cover
Soi |

73



APPENDIX F

Pixel - Based Classification Error Matrix
Study Area Image: Agriculture

CLASSI FI CATI ON ACCURACY ASSESSMENT REPORT
Image File : c:/tenp/agric9.ing
User Name : w0030444
Dat e : Fri Oct 19 16:00: 31 2007

ERROR MATRI X

Ref erence Dat a

Uncl assi fi ed 0
Shadow 0

Cr ops 0

VWt er 0

Soi | 0

Tree Cover 1

Col um Tot al 1 13 17 9



Cl assified Data
Uncl assi fi ed
Shadow

Crops

Wat er

Soi |

Tree Cover

Col um Tot al

Cd ass Reference dassified

Name Total s Total s

Uncl assi fi ed 1 0
Shadow 13 1

Crops 17 15

VWt er 9 4

Soi | 12 13

Tree Cover 48 67
Total s 100 100

Overall Cassification Accuracy = 69.

Ref erence Dat a

Soil Tree Cover
0 0

0 0

0 0

0 0

6 5

6 43

12 48

End of Error Matrix ---

End of Accuracy Totals

Row Tot al
0
1
15
4
13
67
100
Nunber
Correct
0
1
15
4
6
43
69
00%

Producers
Accur acy

7.69%
88. 24%
44. 44%
50. 00%
89. 58%

Users
Accur acy

100. 00%
100. 00%
100. 00%
46. 15%
64. 18%
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KAPPA (K*) STATI STICS

Overal | Kappa Statistics = 0.5098

Condi ti onal Kappa for each Category.

Uncl assi fi ed
Shadow

Cr ops

Wat er

Soi |

Tree Cover

corkrPOo
o
o
o
o

76



APPENDIX G

Pixel - Based Classification Error Matrix
Study Area Image: Forest

CLASSI FI CATI ON ACCURACY ASSESSMENT REPORT

Image File : e:/aerial video mapping project/imge classification/supervised classification/forest_sup.ing
User Name : w0030444
Dat e : Wed Sep 05 21:45:38 2007

ERROR MATRI X

Ref erence Dat a

Classified Data Uncl assi fi Wat er 1 Wat er 2 Wat er 3
Uncl assi fi ed 0 0 0 0
Waterl 0 7 0 0

Wat er 2 0 0 0 0

Water 3 0 0 0 3
Shadowl 0 0 0 0
Shadow?2 0 0 0 0
TreeCoverl 0 0 0 0
Tr eeCover 2 0 2 5 4
TreeCover 3 0 1 0 0
TreeCover 4 0 0 0 0
G assCover 0 0 0 0

Col um Tot al

o
=
o
)]
~



Cl assified Data
Uncl assi fi ed
Water 1l

Wat er 2

Wat er 3
Shadowl
Shadow?2
TreeCoverl
Tr eeCover 2
Tr eeCover 3
TreeCover 4
G assCover

Col um Tot al

Classified Data
Uncl assi fi ed
Waterl

Wat er 2

Water 3
Shadowl
Shadow?2
TreeCover1l
Tr eeCover 2
TreeCover 3
TreeCover 4
G assCover

Col um Tot al

Ref erence Dat a

0 0
0 0
0 0
0 0
3 0
0 0
0 0
0 0
0 0
1 0
0 0
4 0

Ref erence Dat a

=
OOONODOOOOOO

cNeoNol NeololeNolNeNeNe)

~
=
N

OOONUIOOOOOO

~

G assCover

POOOOOO0OO0OO0OO0OO0O

=

N
OO0OO~NOOOOO0OOOo

N
hyl

Row Tot al

(o))
PRP~NWUOOWWwoNOo

=

=
o
o
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Uncl assi fi ed
VWaterl

Wat er 2

Wat er 3
Shadowl
Shadow?2
TreeCoverl
TreeCover 2
Tr eeCover 3
TreeCover 4
G assCover

Total s

Overal|l Cassification Accuracy = 82.

End of Error Matrix ---

Reference C assified Nunber

Total s Total s

N
RPNNN~NOMANUIOO

(o2}

AN

AN
PPRP~NWOIOWWwoONO

100 100

End of Accuracy Totals

Correct

00%

N
RPOONUOIOWWONO

AN

[00]
N

Pr oducers
Accur acy

70. 00%
42. 86%
75. 00%
71. 43%
100. 00%
85. 71%
83. 33%
100. 00%

Users
Accur acy

100. 00%
100. 00%
100. 00%
100. 00%
74.60%
85. 71%
90. 91%
100. 00%
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KAPPA (K*) STATI STICS

Overal | Kappa Statistics = 0.7321

Condi ti onal Kappa for each Category.

Uncl assi fi ed
Waterl

Wat er 2

Wat er 3
Shadowl
Shadow?2
TreeCoverl
TreeCover 2
Tr eeCover 3
TreeCover4
G assCover

80



APPENDIX H

Pixel - Based Classification Error Matrix
Study Area Image: Urban

CLASSI FI CATI ON ACCURACY ASSESSMENT REPORT

Image File : e:/aerial video nmapping project/imge classification/supervised classification/urbansup2.ing
User Name : w0030444
Dat e : Sat Aug 18 13:19:59 2007

ERROR MATRI X

Ref erence Dat a

Cl assified Data Uncl assi fi Wat er 1 Wat er 2 Wat er 3
Uncl assi fi ed 0 0 0 0
Waterl 0 4 0 0

Wat er 2 0 0 4 0

Water 3 0 0 0 0

Wat er 4 0 0 0 0

Wat er 5 0 0 0 0
Shadowl 0 0 0 0
Shadow?2 0 0 0 0
Shadow3 0 0 0 0
TreeCoverl 0 0 0 0



TreeCover 2
TreeCover 3
TreCover 4
TreeCoverb
Bui | di ngl
Bui | di ng2
Bi t umenl

Bi t unen2

Bi t unen3
GrassCoverl
GrassCover 2

Col um Tot al

Cl assified Data
Uncl assi fi ed
Waterl
Wat er 2

Wat er 3

Wat er 4
Water5
Shadowl
Shadow?2
Shadow3
TreeCover1l
TreeCover 2
Tr eeCover 3
TreCover 4
TreeCoverb
Bui | di ngl
Bui | di ng2

Bi t unenl

Bi t unen2

clololoNoloNoNolNoNeNe)
clololoNoloNeoNolNoNeNe)

0

N

Ref erence Dat a

Wat er4 Wat er5
0 0
0 0
0 0
0 0

12 0
1 5
0 0
0 0
0 0
0 0
0 0
0 2
0 0
0 0
0 0
0 0
0 0
0 0

cloloeoNoloNoNolNoNeNe)

N

Shadowl

elooeoloNoNololeolololeoololoNeNoNe]

clololoNoloNoNolNoNeNe)

o

OCO0OO0OO0ORrRUIOOROPFRPROOOOOOO
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Bi t umren3
GrassCoverl
GrassCover 2

Col um Tot al

Cl assified Data
Uncl assi fi ed
VWaterl

Wat er 2

Wat er 3
Water 4

Wat er 5
Shadowl
Shadow?2
Shadow3
TreeCover1l
TreeCover 2
Tr eeCover 3
TreCover 4
TreeCoverb
Bui | di ngl
Bui | di ng2
Bi t unmenl

Bi t umren2

Bi t umren3
GrassCoverl
G assCover 2

Col um Tot al

0
0
0

(eNoNe]

13 7

Ref erence Dat a

[eNeoooleoNoleolololoNolol NeolloloNoloNeNeNeo)
OO0 O0OO0OO0O0OO0OO0OO0OOP,MODOODOOOOOO

[ER
I

(eNoNe]

Tr eeCover 2

OO0 O0OO0O0O0OO0OO0OONPFRPOOOOOOOO0OO

(o]

(eNoNe)

Tr eeCover 3

QOO0 O0OO0OO0OO0OWPRMRODODOOODOOOOOO

[y
~
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Cl assified Data
Uncl assi fi ed
Water 1l

Wat er 2

Wat er 3

Wat er4

Wat er 5
Shadowl
Shadow?2
Shadow3
TreeCoverl
TreeCover 2
Tr eeCover 3
TreCover 4
TreeCoverb
Bui | di ngl
Bui | di ng2
Bi t umenl

Bi t unen2

Bi t umren3
GrassCoverl
G assCover 2

Col um Tot al

Classified Data
Uncl assi fi ed
Water 1l

Wat er 2

Ref erence Dat a

[eNeNololeoNoloNaojlclololololeololoNeloNeNeNeo)
[eNeNololeoNoNoNololol JeolloleloleoNeloNeNo o)

AN
(o]
~

Ref erence Dat a

Bui | di ngl

Bui | di ng2

OOOPFrRPROORFRPROOFRPROOOO0OODOOOOO0OO
OCORPRPFPOFPOOOOOODOO0OOO0OO0OOOO0OO

w
w

Bi tunen3 G assCover



Water 3
Water 4

Wat er 5
Shadowl
Shadow?2
Shadow3
TreeCover1l
Tr eeCover 2
Tr eeCover 3
TreCover 4
TreeCover 5
Bui | di ngl
Bui | di ng2
Bi t unenl

Bi t umren2

Bi t unen3
GrassCoverl
G assCover 2

Col um Tot al

Classified Data
Uncl assi fi ed
Waterl

Wat er 2

Water 3

Wat er 4

Wat er5
Shadowl
Shadow?2
Shadow3
TreeCoverl
Tr eeCover 2

[eNeolooNoloNololol JNololeoNoNoNeNeNe)
[ecNeolol NeoloololololoNoloNoNoNeNeNe)

1

[EEN

Ref erence Dat a

clololoNoNoNoNolNeNeNe)
ORPRFRPOONOMDMO

[cNel NeolololololololololoNoNoNeNeNe)

[ERN

[eNeolooNoloNololololololeoNoNoNeNeNe)

o
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TreeCover 3 0 18
TreCover 4 0 26
TreeCover5 0 7
Bui | di ngl 0 1
Bui | di ng2 0 1
Bi t unenl 0 0
Bi t umren2 0 3
Bi t unen3 0 2
GrassCoverl 0 0
GrassCover 2 0 0
Col um Tot al 0 100
----- End of Error Matrix -----
ACCURACY TOTALS
Cd ass Reference Cassified Nunber Pr oducers Users
Nane Total s Totals Correct Accur acy Accur acy
Uncl assi fi ed 0 0 0
Wat er 1 4 4 4 100. 00% 100. 00%
Wat er 2 4 4 4 100. 00% 100. 00%
Wat er 3 0 0 0 --- ---
Wat er 4 13 12 12 92.31% 100. 00%
Wat er 5 7 6 5 71.43% 83.33%
Shadowl 0 0 0 --- ---
Shadow?2 8 1 1 12.50% 100. 00%
Shadow3 1 1 1 100. 00% 100. 00%
TreeCover 1l 4 6 4 100.00% 66.67%
TreeCover 2 8 8 7 87.50% 87.50%
Tr eeCover 3 17 18 14 82.35% 77.78%
Tr eCover 4 18 26 18 100. 00% 69. 23%



TreeCover 5 7 7 6 85.71% 85.71%
Bui | di ngl 3 1 1 33.33% 100. 00%
Bui | di ng2 3 1 1 33.33% 100. 00%
Bi t umenl 1 0 0 --- ---
Bi t unen2 1 3 1 100.00% 33.33%
Bi t unen3 1 2 1 100. 00% 50. 00%
GrassCoverl 0 0 0 --- ---
G assCover 2 0 0 0
Total s 100 100 80
Overall Cdassification Accuracy = 80. 00%

----- End of Accuracy Totals -----

KAPPA (K*) STATI STICS

Overal | Kappa Statistics = 0.7737

Condi tional Kappa for each Category.

Cl ass Nanme Kappa
Uncl assi fi ed 0. 0000
Waterl 1. 0000

Wat er 2 1. 0000

Wat er 3 0. 0000

Wat er4 1. 0000

Wat er 5 0. 8208
Shadowl 0. 0000
Shadow?2 1. 0000
Shadow3 1. 0000



TreeCover 1l
TreeCover 2
Tr eeCover 3
TreCover4
Tr eeCover5
Bui | di ngl
Bui | di ng2
Bi t unenl

Bi t unen2

Bi t unen3

G assCover1l
G assCover 2

----- End of Kappa Statistics

©Cooo0OoRrO000O0

6528

. 8641

7323
6248
8464
0000
0000
0000
3266
4949

. 0000
. 0000

88



APPENDIX |

Pixel - Based Classification Error Matrix
Study Area Image: Pasture

CLASSI FI CATI ON ACCURACY ASSESSMENT REPORT
Image File : c:/tenp/pasture5.ing
User Name : w0030444
Dat e : Fri Oct 19 16: 34: 38 2007

ERROR MATRI X

Ref erence Dat a

Uncl assi fi ed 0
Grass Cover 0
Shadow 0

VWt er 0

Tree Cover 0
Soi | 0

Col um Tot al 0 61 12 0



Ref erence Dat a

Cl assified Data Tree Cover Soi | Row Tot al
Uncl assi fi ed 0 0 0
Grass Cover 4 5 69
Shadow 0 0 2
Wat er 5 0 8
Tree Cover 7 0 13
Soi | 0 6 8
Col um Tot al 16 11 100
----- End of Error Matrix -----
ACCURACY TOTALS
Cd ass Reference Cassified Nunber Pr oducers Users
Nane Total s Totals Correct Accur acy Accur acy
Uncl assi fi ed 0 0 0
Grass Cover 61 69 58 95.08% 84.06%
Shadow 12 2 2 16.67% 100. 00%
Wt er 0 8 0 --- ---
Tree Cover 16 13 7 43. 75% 53. 85%
Soi | 11 8 6 54.55% 75.00%
Total s 100 100 73
Overall Cassification Accuracy = 73.00%

----- End of Accuracy Totals -----



KAPPA (K*) STATI STICS

Overal | Kappa Statistics = 0.5065

Condi ti onal Kappa for each Category.

Uncl assi fi ed
Grass Cover
Shadow

Wat er

Tree Cover
Soi |

cooroo
o
o
o
o
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