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Abstract 

The population of the world is getting older on average and there are some suggestions that by 2066, the 

population of Australians over the age of 65 could be as high as 20%. Researchers have also found that more 

and more elderly people are choosing to spend their twilight years living in their own homes, a phenomenon 

dubbed ‘aging in place’. One of the biggest hospitalisation injuries for the elderly is that which is caused by 

falling. Falls account for 40% of injury related death in the elderly and researchers have also found that the 

likelihood of death is vastly increased if the elderly person is unable to get back up after they fall. A term 

called the ‘long lie’ is used to explain this phenomenon and the aim of this research will be to create a fall 

detection technique that can detect the occurrence of the long lie and thus, prevent it. 

This project has explored different types of research already conducted on capturing falls within the home and 

analysed what types of technology were used. Of these fall detection techniques, this project is focussed on 

using computer vision to detect falls. The method of image processing used for this project was foreground 

extraction and the fall detection algorithm utilised shape analysis of the foreground mask to determine if a fall 

occurred. This project explored the reliability and effectiveness of this type of algorithm and, after several 

iterations, an algorithm is presented that was able to detect the occurrence of a fall in most scenarios in the 

datasets provided. The final algorithm used a foreground detector provided by MATLAB’s computer vision 

toolbox in conjunction with a blob detector that was able to analyse the foreground mask and produce outputs 

based on the mask. The fall detection algorithm then uses a combination of these outputs to determine if a fall 

has occurred. This algorithm is unique in that it uses a state-based system where if any of the fall conditions 

exist, the state will change to a fall state. The system will remain in this state until the algorithm has detected 

that the person has returned to the upright position. This provided a means to ensure that the algorithm could 

detect the occurrence of a long lie. There were, however, many occasions when the algorithm either incorrectly 

identified a fall or did not detect the fall at all. This was mainly due to problems with the foreground extraction 

which led to the conclusion that if a suitable foreground extraction is not produced, then fall detection is not 

going to be reliable. 

This research also explores the influence of ethics and what impact computer vision systems have on society. 

It will find that the major concerns surrounding computer vision systems and other artificial intelligence (AI) 

is the threat to security and privacy. It was also discovered that very little has been done to produce ethical 

standards in the AI industry and that it is incumbent on all stakeholders to ensure that a moral set of guidelines 

are produced for the entire lifecycle of an AI product. The research will also show that trust in AI is achieved 

by ensuring that users understand, not only the benefits of the technology, but also the risks associated with it 

and how these risks are mitigated. 
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Glossary of Terms 
Ageing in place Phenomenon where elderly people are choosing to remain in their homes as they 

grow old. 
C/C++  A common general purpose computer programming language. 

Computer Vision A field of artificial intelligence that allows computers to analyse and learn 
digital imagery. 

Depth Image Image where each pixel relates to a distance from the image plane to an object in 
the RGB image. 

False negative Incorrect detection of a fall scene. 
 

False positive Incorrect detection of a non-fall scene. 

Foreground extraction Process of segmenting an image to create the foreground mask. 

Foreground mask Binary image containing pixels that belong to moving objects in the scene. 

GMM Gaussian Mixture Model. A probabilistic model for representing normally 
distributed subpopulations. 

HMM Hidden Markov Model. A probabilistic model used for labelling images. 

HSV Hue Saturation Value provides a numerical readout of an image that corresponds 
to the colours contained in it. 

Image binarization 
 

Process of segmenting an image into the background and foreground. 

Image Dataset Collection of images that are used to train the algorithm. 

Long lie 
 

Extended period of time where an elderly person remains on the ground after a 
fall. 

MATLAB Programming software used for numeric computing and other computer science 
applications. 

Occlusion 
 

A partial or complete obstruction in an image. 

RGB 
 

Red, green and blue. The primary colours from which all other colours are 
derived. 

Segmentation 
 

Process of partitioning a digital image into multiple segments. 

True negative 
 

Correct detection of non-fall scene. 

True positive Correct detection of a fall scene. 
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Chapter 1 – Introduction 

1.1 Background 

It is safe to say that Australia’s, and indeed the world’s, population is rapidly ageing. In fact, data from the 

Australian Bureau of Statistics (ABS) shows that from 2001 until 2019 the percentage of the population over 

the age of 65 has increased from 12.5% to 15.9%, a rise of over 3%. Some states, however, showed 

significantly higher growth in this statistic, such as Tasmania which showed an increase of 6.3% (Australian 

Bureau of Statistics 2020). Further to this, prediction data by the ABS show that with high life expectancy, 

high fertility and high net overseas migration, the percentage of people aged over 65 could be as high as 20% 

by 2066 (Australian Bureau of Statistics 2020). Adding to this, many elderly people are now also choosing to 

remain in their own homes as they get older in a phenomenon known as ‘ageing in place’(Anderson et al. 2018, 

Roy et al. 2018). While this phenomenon has a positive outcome in terms of relieving pressure on aged care 

institutions, it creates another issue in trying to service the health care needs of the elderly within their homes 

(El-Bendary et al. 2013). This is particularly risky when considering the likelihood of the elderly falling within 

their homes and carers not being present to help them get up or get them urgent medical attention if required.  

Falling is one of the most damaging injuries an elderly person can suffer and is the leading cause of 

hospitalisation injury in people over the age of 65. Further to this, falls also account for 40% of injury related 

deaths in people over the age of 85 (Lord and Sherrington 2001). Attar et al. (2021) have also found in their 

research, that falls are a major contributor to death in elderly persons and is a primary factor for hospitalisation, 

especially in those that suffer from dementia. In their study of nearly 280 elderly persons, they found that the 

types of falls, for example, falling forward or backward, were evenly distributed and that no one fall type was 

significantly more prevalent than another. They did notice, however, that hip fractures were the leading type 

of fracture and that the most common location for a fall event was in the home. They also found that there was 

a significant association with fall occurrences to smoking and dementia.  

As a result of often living alone, when the elderly fall, they are often incapable of getting themselves to their 

feet again. This leads to spending long periods in the place where they fell, further exacerbating their injuries. 

Lord and Sherrington (2001) define this extended period spent on the ground as the ‘long lie’ and found in 

their research that the incidence of the long lie results in a far greater chance of the casualty dying as a result 

of their injuries. A study by Wild et al. (1981) also found that the occurrence of the long lie increased the 

mortality of the casualty. They found that 11 of their 20 test subjects that suffered the long lie died within a 

short period after their fall event, while only 21 people passed away out of 105 that did not suffer from a long 

lie. The aim of the research and outcomes for the Engineering Research Project will be centred around the 

prevention of the long lie by detecting falls within the home and then raising the alarm. The detection of falls 

will primarily focus on using computer vision and the aim is to develop an effective algorithm to use within 

an embedded computer vision system. 
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Computer vision can be described as the technique that allows computers to understand the contents of digital 

images and videos. From this comprehension of image content, machines can then be used to automate tasks 

ordinarily undertaken by humans using their own vision system (Lauronen 2017). When it comes to fall 

detection using computer vision, there are several predominant methods. Gutiérrez et al. (2021) has conducted 

a comprehensive study of recent vision-based fall detection research and found that a multitude of different 

techniques were used. They discovered that some of the main methods used to analyse the image were 

foreground extraction, skeleton joint tracking using Microsoft Kinect, depth characterisation and person 

detection through Convolutional Neural Networks (CCN) with You Only Look Once (YOLO) technology. 

Methods for detection of falls were numerous and included shape analysis techniques such as bounding box 

ratio, ellipse orientation and ratio, linear and angular acceleration, motion history images and centroid velocity. 

There were also some researchers who used machine and deep learning systems for fall detection. This 

included techniques such as Support Vector Machines (SVM), k-nearest neighbour (knn), Hidden Markov 

Models (HMM) and Artificial Neural Networks (ANN). The image analysis method utilised in this research 

project will use foreground extraction and several shape analysis techniques will be investigated for the fall 

detection algorithm. 

1.2 Objectives 

Whilst the overall aim for this research project is to develop a working algorithm that can be used within an 

embedded system to detect falls and prevent the long lie, there are several other objectives that will need to be 

accomplished along the way. These objectives along with their rationale are listed below. 

• Background research on methods of fall detection – this will need to be undertaken prior to any 

development of a fall detection algorithm. Previous works undertaken in this field will help understand 

how computer vision can detect human motion including falls. 

• Develop initial fall detection algorithm – Using the previous research, the next objective will be to 

develop an algorithm that can be used to test fall image data. Whilst this pilot algorithm is not intended 

to be fully effective, it will give a preliminary starting point for testing and upon which a more robust 

algorithm can be developed. This objective also includes researching a suitable development 

environment and then learning and understanding how to use the environment to develop the 

algorithm. 

• Algorithm testing – Using a known dataset, the initial algorithm will be tested, and its performance 

analysed. The results of this testing will be used as a baseline for future algorithm revisions. 

• Algorithm refinement and retesting – The objective of this stage is to refine the algorithm until an 

acceptable level of reliability is found. At each stage of refinement, the algorithm will be retested 

against the same dataset. It is envisioned that there will be several iterations of the algorithm at this 

stage. 
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• Develop prototype (time permitting) – This objective will be a ‘stretch’ target provided there is enough 

time after an effective algorithm is developed and tested. It is anticipated that the algorithm will be 

able to be reproduced onto a microprocessor type development board with an attached camera. The 

prototype will then be tested in live scenarios to measure its performance. 
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Chapter 2 – Literature Review 
When it comes to the detection of falls there have been many researchers that have attempted to find a definitive 

fall detection system which can automatically and accurately detect falls. Mubashir et al. (2013) has found that 

this research has centred around three main techniques for fall detection. Wearable sensors, where a user will 

wear a garment that has some type of sensor attached to it. Ambience sensors, where devices attempt to sense 

events through audio and visual data, and vision sensors, where computer vision is used detect a person and 

monitor their actions. Whilst the research in this project is focused on using computer vision for fall detection, 

a review into the research of all the fall detection techniques will be made below.  

Computer vision is a wonderfully powerful tool that has multiple uses and can provide significant benefits to 

the community, however, when misused it can deliver a terribly negative impact. The second part of this 

literature review will focus on the ethical aspects of computer vision and how it relates to fall detection. 

2.1 Fall detection techniques 

2.1.1 Wearable Sensors 

There are a myriad of research articles for fall detection of the elderly that focus on wearable technology with 

varying degrees of success. A wearable device that alerts emergency contacts via Bluetooth to a laptop was 

designed and created by Tomkun and Nguyen (2010). The system uses a tri-axial accelerometer and comes 

with visual, audible and vibration alert options to alert the wearer of an abnormal body tilt. The system 

performed with credible results, however, there were still some instances where the system mistook falls for 

non-fall events.  

Li et al. (2009) propose a wearable system using both tri-axial accelerometers and gyroscopes which they 

claim will improve the reliability and accuracy of detection of falls. They hoped that this system would be able 

to differentiate between unintentional and intentional changes in posture. While they claim that their algorithm 

returns an accuracy of around 90%, there are some detection issues with the system unable to differentiate the 

wearer getting into bed and when a fall occurs against a wall with a sitting posture.  

A wearable wrist-watch style fall detection device is proposed by Degen et al. (2005). The device carries two 

acceleration sensors which measure acceleration on all three axes and the in-built algorithm uses the resultant 

force, or norm, from the forces due to gravity and movement. From the acceleration norm, the velocity can be 

estimated and when the velocity reaches a certain threshold and an impact is detected and no movement is 

detected for a period, a fall is confirmed. Then the watch will sound an audible alarm. The results from this 

technology were mixed, when falling forward the watch was able to detect a fall 100% of the time, whereas 

falling backwards and to the side yielded a fall detection in approximately half of the tests.  
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Wang et al. (2014) created a wearable device that incorporates an accelerometer as well temperature, humidity, 

and a separate heart rate monitor. Real-time data from the sensors is processed by an onboard micro-controller 

unit (MCU) and a customer interface monitors the information from the MCU. To improve the reliability of 

the signal data being sent from the MCU to the receiving base station in another room, sensor access points 

are set up throughout the home. Like other wearable technology, falls are detected by accelerometer thresholds, 

however, in this case heart rate monitoring and lie angle are also used to detect if a fall has occurred. The 

authors of this research claim an accuracy of around 97.5% for this wearable device detection system. 

Ramachandran et al. (2018) used a combination of risk category algorithms coupled with machine learning to 

improve the accuracy in fall detection. Risk category was determined by conducting surveys and finding 23 

different risk factors. Based on the probability of each risk, low, medium and high-risk categories were created 

for each subject. They then conducted experiments with wearable sensor technology to gather data on falls 

first without the risk category information, then secondly with the risk category data. They found that with the 

risk category data applied to the fall algorithms, there were less cases of the fall detection system producing 

false falls. 

Boutellaa et al. (2019) describe a system of multiple wearable sensors that uses a covariance matrix as a feature 

extractor on the fused raw signals and a nearest neighbour classifier system to determine a fall. Using the 

covariance matrix, a directional relationship is formed between the sensor vectors and then measured using a 

Euclidean metric and two geodesic metrics. The algorithm was then tested on two available datasets with 

accuracy around the 92% mark. 

A fall detection system using machine learning algorithms is discussed by Vallabh et al. (2016). They 

implement accelerometers, gyroscopes and magnetometers, which are commonly found in modern 

smartphones, to collect body movement data and then classify the movement using a threshold decision tree. 

The paper goes on to test different machine learning algorithms other than the threshold decision tree to test 

their performance compared to the threshold decision tree. The machine learning methods investigated include 

Artificial Neural Network (ANN), Support Vector Machine (SVM), Least Squares Method (LSM), k-nearest 

neighbour(k-nn) and the Naive-Bayes Method. Each method was tested using a dataset obtained from a web 

based medical institution. The algorithms were required to differentiate between Activities of Daily Living 

(ADL) and falls. The research found that the k-nn method showed the greatest accuracy and was an 

improvement on the threshold decision tree. 

Wearable devices do present a cost advantage and are not complicated to setup, however, they are deemed to 

be relatively intrusive (Mubashir et al. 2013). Whilst reasonable success in fall detection can be found with 

wearable devices, the main problem with the technology is getting the target audience to wear them. Research 

has found that old people regularly forget to wear the device so the technology becomes unreliable (El-Bendary 

et al. 2013). 
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2.1.2 Ambience Sensors 

Liu et al. (2020) propose a system that detects motion using infrared array sensors and cite low cost, low 

complexity and high accuracy as benefits of this system. The system first detects the position of the person in 

the room by using bicubic interpolation and background subtraction on the infrared image to remove other 

heat sources. Then using time and detection area algorithms on the image data fall detection can be found. The 

system yielded fairly reliable results and future work should incorporate a larger detection area and greater 

sensor numbers should be employed.  

Suryadevara et al. (2012a) developed a system to monitor the usage of home appliances and thus create a 

pattern of usage for elderly people in the home environment. The network incorporates sensors that 

communicate with each other and to a base station in a mesh network topology using Zigbee communication 

protocol. At the higher level, a software module collates the data from the low-level sensor and develops the 

behavioural pattern from which irregular behaviour can be detected. In further research, Suryadevara et al. 

(2012b) show how this sensor network data can be used to determine the ‘Wellness’ of the elderly person.  

Daim and Lee (2020) use IR-UWB radar sensors to detect human motion. To detect human motion in the area 

of transmitted electromagnetic signals, IR-UWB sensors take advantage of diffraction, shadowing, scattering 

and reflection caused by a person moving. The received electromagnetic signals are analysed and any change 

in amplitude coupled with the time of arrival help detect the human motion. In order for the sensors to be used 

as motion detectors, however, the output needs to be manipulated. Daim and Lee (2020) have modelled this 

system by taking the received signal, digitising it through an analogue to digital convertor, then putting the 

digitised signal through a band pass filter. From this signal the amplitude and time delay are found and from 

the time delay, the distance to the object can be found. The results of their experiments found that IR-UWB 

sensors could accurately determine different objects at certain distances. They also found that at other distances 

the sensor system produced large errors. 

A floor vibration detection system is applied in research by Alwan et al. (2006). The vibration is detected by 

a special vibration monitor which incorporates a piezo-electric sensor in contact with the floor. The principle 

of operation is that different movements around a room create unique vibration signatures. It is hypothesised 

then, that a falling person hitting the floor will have a significantly different vibration signature to normal 

activities and other objects hitting the floor. The device was tested experimentally using human like dummies 

and other common objects. The results of test confirmed that the device could successfully detect a human fall 

within a certain distance range. 

Ambient sensors are found to be reasonably cost effective and considered less intrusive than the other two 

methods, however, they are subject to false alarms and generally have a low fall detection accuracy (Mubashir 

et al. 2013). 
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2.1.3 Vision Sensors 

There has been a number of researchers that have been investigating the use of cameras and computer vision 

to detect falls in the elderly as well as human motion in general. Gutiérrez et al. (2021) has conducted a 

comprehensive review of fall detection systems using computer vision as they believe that no systematic 

review has taken place in this field. They found that most detection techniques utilise a three-step approach to 

their systems. The first being image pre-processing to optimise the image so that later stages have a clean 

image to look at. The next step is characterisation, where the features of the image are analysed and quantified 

so that they can be classified in the last stage of the process. As suggested, the third step is classification where 

the system classifies the movement within the image. 

Töreyin et al. (2005) conducted research using Hidden Markov Models (HMM) to model human movement 

and detect falls in video footage. HMMs can be described as random probability models that are used to 

characterise systems with randomly changing variables (Gutiérrez et al. 2021).  The research by Töreyin et al. 

(2005) also involved examining the addition of audio data to the video footage and seeing if that would improve 

the accuracy of the fall detection. The system works by creating a time series signal describing the motion of 

the person. This is built using a bounding box that has been determined by detection of motion with the video 

image. The time series signal is converted to a wavelet transform, which are better at ignoring the stationary 

parts of the signal, and then added to the HMM. Wavelet data of the audio signal is then fused with the HMM 

of the video to determine fall events. The results of the testing of this system show that while the video HMM 

can detect a fall, without the audio addition the results are susceptible to false positives. That is, falls are 

detected by the system when there was not actually a fall. 

Huang et al. (2009) describe a system that utilises an omni-directional camera to monitor the health of the 

elderly in the home or health care institutions. Their research presents a system suitable for a less simplified 

environment where lighting intensity and static objects are accounted for. The results of testing show that the 

use of an omni-directional camera does increase the accuracy of camera-based fall detection systems when 

compared to systems using standard cameras. 

A system that uses low cost digital cameras installed in the homes of elderly persons who are living alone is 

proposed by de Miguel et al. (2017). The system they developed utilises a Raspberry Pi microprocessor 

development board with a camera module designed for use with the Raspberry Pi. The detection algorithm 

uses a data model based on the angle, ratio and ratio derivative, where the ratio is ratio of the rectangular 

movement detection area, and the ratio derivative is measuring the change in this rectangular ratio over time. 

A background subtractor is used to define the contour of the subject and uses a Gaussian type of technique to 

‘learn’ the environment and disregard static objects. A Kalman filter is also used on the image to remove noise 

and interference and can predict future image states based on past images. A Kalman filter is a method used 

to make estimations of variables more precise by combining several inaccurate variable observations. In this 

system it is used to track the person through the image sequence (Gutiérrez et al. 2021). Optical flow is also 

employed in this system and is used to detect motion from one frame to the next whilst removing static objects. 
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The designers have also included a system to alert relevant parties in the event of a fall using email and 

messaging services. The results of the testing showed that this system was around 96% accurate, however, 

improvements are required to allow for occlusions, state differentiation and changes in lighting intensity. 

Similar to most other vision based fall detection systems, the system designed by Foroughi et al. (2008) 

employs background subtraction to detect moving regions in an image. However, this system analyses three 

main features of the image to detect the state of the subject in the image. The approximated ellipse is used to 

approximate the shape of the subject in the frame and the changing ratio of the ellipse determine what state the 

person is in. Projection histograms can represent the 2-D shape of the silhouette and temporal changes in head 

position can be tracked to differentiate between the subject’s states. Testing this system proved that using the 

three vision detection methods provided reliable results including an accuracy of around 91%. 

A camera node network fall detection system is proposed by Williams et al. (2010) and involves a series of 

cameras installed around the home all connected via ethernet back to a central processing node. As with 

previous research, the background subtraction method is used to create a foreground image of the moving 

subject. The research involved analysing three different methods of detection. The first is the bounding box 

ratio method where the image blob created by the background subtraction is bound by a rectangular box and 

if the aspect ratio is less than one, a fall is detected. The second detection method researched was Hidden 

Markov Models (HMM) which essentially involves training the detector through simulations to differentiate 

posture states. The last method the authors looked at was a more simplified HMM that trains the system by 

gathering ‘normal’ sequences. Any variations in new sequences will be detected by the system as something 

unusual and will then run some tests to determine if a fall has actually occurred. 

The multi-modal features of a  Microsoft Kinect sensor is used to detect human falls in research conducted by 

Tran et al. (2017). They use the skeletal modelling feature of the Kinect along with the RGB output to model 

human activity. Upon receival of every image frame, the skeleton-based detector is called and the vertical 

velocity and the height to the ground plane from the human centre is determined. Due to the variance in the 

3D poses of the human body, skeletal information is not always available, so in this case the fall detection 

algorithm determines a motion map from the RGB image. A fall is detected in the skeleton mode when 

thresholds in the distance and velocity are met. When a skeleton image is not available, the motion map is 

improved with a kernel descriptor and input into a Support Vector Machine (SVM) that has been trained using 

previous datasets. An SVM is a set of supervised learning algorithms that are used for regression and 

classification (Gutiérrez et al. 2021). 

A system that combines a wearable sensor with vision and also utilises the features of the Kinect sensor is the 

system proposed by Kwolek and Kepski (2016). A fall is detected by an accelerometer worn on the user which 

triggers a fuzzy inference system that is used to determine human movement and classify body pose. 

Essentially, the fuzzy system is used to verify that a fall has occurred. The system works by taking the Kinect 

depth image and subtracting it from a constantly updating background reference depth image. They use several 

parameters for the fuzzy logic to determine if a fall has occurred. The height to width ratio of the bounding 
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box that describes the person, the height of the box in the current frame to the max height of the box in previous 

frames, the distance of the bounding box centroid to the floor and the largest standard deviation from the 

centroid to x and y coordinates of the image. The fuzzy logic employs two Mandani engines and a Sugeno 

engine to differentiate between activities of daily living (ADL) and falls.  

In earlier work by Kwolek and Kepski (2015) a similar system was developed as described above, however, 

instead of using fuzzy logic to determine the fall classification, a k-nearest neighbour (k-nn) classifier based 

on a collection of representative examples was used. The system was then tested using the UR fall detection 

dataset and results found for sensitivity, specificity, precision and accuracy. 

Convolutional Neural Networks (CNN) is another machine learning technique researchers are employing to 

help detect falls in computer vision. Gutiérrez et al. (2021) explain CNNs as an Artificial Neural Network 

(ANN) that can extract local descriptors, or maps, out of a confined part of an image and use them to 

characterise the image contents. Both Núñez-Marcos et al. (2017) and Maldonado-Bascón et al. (2019) use 

CNN’s in their fall detection algorithms. Núñez-Marcos et al. (2017) claim that CNN’s can learn a set of 

features if enough training examples are given.  They train a CNN with optical flow images. Optical flow 

algorithms represent the motion of objects between two image frames as displacement vector fields. They used 

a 3-step training process which starts with training on the Imagenet dataset which has 1000 classes and 14 

million images. The CNN is then retrained with optical flow stacks on the UCF101 dataset consisting of 101 

human actions on 13320 videos. The weights are then frozen in the CNN for the third stage which enables fine 

tuning of the remaining layers to yield the fall or no fall classification. 

Maldonado-Bascón et al. (2019) use CNN’s on images gained from a mobile assistive robot with an onboard 

camera. They use a You Only Look Once (YOLO) detector based on a CNN to detect a person in the frame 

then applied a Support Vector Machine (SVM) to classify the person as a fall or non-fall. The steps for 

detection is that a person is detected in the image frame by the YOLO detector and a bounding box is applied 

with the coordinates used as the feature extraction. Fall classification is then applied to the bounding box by 

the SVM based on the aspect ratio of the bounding box, the normalised bounding box width and the normalised 

bounding box lower edge. These normalised parameters help the SVM determine if a person has actually 

fallen, or if they are just resting. 

Rougier et al. (2007) developed a novel method for fall detection by analysing a motion history image of the 

detected person in conjunction with the change in shape of the person. They argue that no serious fall occurs 

without significant change in movement and shape so the characteristics of the motion history image can be 

analysed for changes in movement. Like a lot of the methods discussed, they use foreground extraction to 

derive the human shape then an approximated ellipse is developed to yield information about the orientation 

and outline of the human form in the image. The motion history image is then quantified to represent the 

movement over recent frames in the image sequence. When the threshold for motion history is met, the 

algorithm analyses the standard deviation of the orientation angle and the ellipse axis ratio and if either of 
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these parameters meet a set threshold, a fall is detected. The motion history then determines if that person is 

motionless and in need of assistance. 

Computer vision continues to be a field that fascinates many researchers due to its complexities and challenges. 

Whilst it has the potential to be used in many applications such as surveillance, medical, sports, behavioural 

biometrics, robotics and even art and entertainment, its main challenges are overcoming the effects of lighting 

and shadows, occlusions and variation in object data (Kale and Patil 2016). 

2.2 Computer Vision Ethics 

When developing any type of project that will be introduced into the public arena it is vital that all potential 

impacts, both good and bad, are considered for the entire lifecycle of the product. This is especially accurate 

for projects that are intending to use computer vision at the core of their developments. This leads to a 

requirement of an understanding of ethics and what ethical complications will affect computer vision systems. 

Ethics can be described as the standards of behaviour expected from society and is based on social conventions 

for morality, that is, what is perceived as right or wrong by the communities we live in (Lauronen 2017). 

Coupland et al. (2009) and Lauronen (2017) cite Quinn (2004) who described ethics as a rational examination 

into people’s moral beliefs and behaviours and when applied to technology, there is a need to comprehensively 

understand the impact to these standards. 

The benefits of artificial intelligence (AI) are many and in an article from Standards Australia (2019) in 2016 

there were 314,000 applications for inventions with over 1.6 million research papers. Further to this, AI 

spending is predicted to be nearly USD$80 billion in 2022 and contribute over USD$15 billion by 2030. They 

predict that AI will enhance the economic and social well-being and Coupland et al. (2009) believe that AI has 

the ability to enhance the quality of life for the elderly using it for supporting ambient assisted living (AAL). 

With all technology, however, there is always the potential for it to be used for more sinister and malicious 

purposes. Senior et al. (2003) argued back at the start of this century that computer vision applications were 

becoming more ubiquitous, particularly in the public space with surveillance camera technology. Even at that 

time, they were able to present issues where automated algorithms were being used to obtain information from 

surveillance camera installations. They believed that this information could be used to acquire details about 

the identity of a person and other privacy intrusive information. PricewaterhouseCoopers (2020) 

commissioned a guidance paper for business leaders in the computer vision industry and recognised that facial 

recognition technology can be discriminatory and intrusive. They went on to highlight a method used by the 

Chinese government that uses facial recognition along with gait recognition technology in surveillance video 

to identify a person. Skirpan and Yeh (2017) also highlight some concerning cases with the use of computer 

vision systems. They state an instance where a computer vision application showed discriminative and biased 

behaviour when undertaking facial recognition of dark-skinned people and firmly believe this has led to 

unwarranted and prejudicial attention from law enforcement agencies.  
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There are many concerning ethical categories when referring to AI and computer vision applications. Lauronen 

(2017) has categorised the ethical issues facing computer vision into six different categories. Espionage, where 

data is collected by spying without consent. Identity theft, where images are classified as containing personal 

data. Malicious attacks, where systems are broken into to spread malicious content. Copyright infringement is 

the use of intellectual property without the right to. Discrimination is the incorrect identification of a person’s 

colour, gender or race, for example, and misinformation is regulating media communication, e.g. photos, to 

not represent something truthfully. In their research, Blank (2019) argues that due to the rapid expansion of 

computer vision and machine learning, new technology is being developed without the consideration of ethics. 

They present three main issues with computer vision and machine learning. Human rights, namely how we use 

a person’s identity. Error rates, how we deal with false positives while ensuring accuracy of the system and 

bias, where we deal with incorrect classification of people. Standards Australia (2019) also identified bias as 

one of the key issues with AI systems as well trust in the systems, market dominance, privacy and security 

while Coupland et al. (2009) identifies the management of the data collection, the informed consent of the 

person the data being collected on, the privacy of the person, the surveillance methods and user involvement 

in development as being key issues for computer vision systems.  PricewaterhouseCoopers (2020) add that 

corporations need to develop their own ethics and regulation and list interpretability of the system by the user 

as well as robustness and security of the system as significant concerns. They also declare that internal 

governance needs to be implemented to ensure ethical concerns are being dealt with appropriately. Skirpan 

and Yeh (2017) have also identified similar issues to the other researchers, however they add spoofing which 

is getting automated systems to act nefariously to inputs, and the effect of psychological harms where people 

become anxious from the constant feeling of being watched. The American Civil Liberties Union (ACLU) is 

also concerned about the effect of computer vision, particularly when used in surveillance applications. They 

worry also that automated algorithms can be used for sinister intentions and have listed criminal abuse, 

institutional abuse, abuse for personal purposes, discriminatory targeting and voyeurism where surveillance 

applications can be compromised (Senior et al. 2003).  

The consequences of a computer vision application that does not consider its ethical impacts can be 

considerable and if not addressed, human rights violations could arise (Blank 2019). Coupland et al. (2009) 

argue that the elderly are particularly more vulnerable to the malicious use of computer vison due to their 

physicality and lack of technical know-how. Skirpan and Yeh (2017) speculate that there a multitude of 

possibilities where computer vision applications adversely affect the end user of the technology. Events such 

as online infrastructure being brought down by hacked IoT cameras, online photos being used by external 

agencies for unintended purposes and invasion of privacy from captured personal videos are all possibilities 

that impact the integrity of computer vision. Senior et al. (2003) have concerns about the data that is available 

from computer vision systems. They worry about what data is present in these systems and who can see the 

data without consent from the owner plus the length of time data is stored for. The stored videos may also 

contain other ‘metadata’ which further puts the privacy of the user at risk.   
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Coupland et al. (2009) highlight the moral issues coming from the development of computer vision and how 

they will impact the lives of the elderly. The believe that all computer vison applications should be developed 

for the good of the user and issues concerning ethics during development and after development need to be 

identified. Due to the rapid speed in AI development, Blank (2019) has found that little regard has been given 

to the consequences of the technology and that time for reflection is required to take stock of what 

developments exist and what impacts they can have on society. They also state that without addressing these 

ethical issues, trust will be lost, meaning the technology may suffer a public backlash. They also point out that 

an ‘ethical infrastructure’ needs to be developed amongst all the stakeholders of AI. This responsibility is 

incumbent on governments, technology developers and society in general. Government agencies need to build 

the regulations and standards and provide incentives for following them. Technology developers must produce 

their own internal standards and society must set the expectations for AI technology and ensure that 

transparency is maintained (Blank 2019). Skirpan and Yeh (2017) also believe that new computer vision 

technology needs to be developed with a moral compass and that researchers and engineers need to be 

responsible for establishing the norms, otherwise legislation and market forces will not be quick enough to 

avoid the risk. As of 2019, standardisation of AI is in its infancy globally and Standards Australia (2019) 

believe that AI will benefit from the introduction of standards. They believe that these standards will help the 

community benefit from the digital economy and efficiency and productivity will be expanded. They expect 

that interoperability can then be considered and that standards will ensure the overall quality of the product. 

Despite no presence of a specific computer vision standard, in the UK, the Data Protection Privacy Act 1998 

contains the principles for which data should be secured. They mention principles such as not keeping the data 

any longer than necessary, processing the data for specific and limited purposes, fairly and legally processing 

the data and that the data is processed in accordance with subjects’ rights. Internationally, the Institution for 

Electrical and Electronic Engineers (IEEE) have consulted with academic, government and industry 

institutions to release a series of papers in their Global Initiative on The Ethics of Autonomous and Intelligent 

Systems program. In this initiative they detail the key values to consider with AI developments. The OECD 

have also released a series of guiding principles that outline ethical development of AI and deal with issues 

such as growth, legal responsibilities, transparency, security and accountability (Standards Australia 2019). 

There are several methods that can help improve the integrity of computer vision systems. Senior et al. (2003) 

present a model for video privacy that illustrates several privacy aspects of the technology, what data is present, 

consent, who sees the data, how long is the data kept, how raw is the data and what form is the data in. For 

each of these aspects they present methods that can be used to address them. To limit what data is present, a 

system can use unfocussed lens as well as low-resolution cameras. It is easier to gain consent in a private 

setting but much more difficult in the public environment. For this they suggest a system that uses data from 

the video to verify the person trying to access the video. They believe that data should be stored in the digital 

medium and have a high level of encryption applied to it as well as encryption during the capture stage. Access 

should also be limited to those who need to see it via access control methods with multiple access authorisation 

levels. Finally, they suggest that controlling how raw the data is can be the most effective way at preventing 
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privacy issues. By masking many of the details in the video, the amount of information that can be gathered 

from it is limited. Some more solutions for dealing with ethical threats are presented by Skirpan and Yeh 

(2017). They argue that licensing and professional certifications could be implemented for developers of 

systems where the impacts can have life changing consequences. The development of black box tests, auditing 

systems and unbiased datasets are also mentioned as methods to prevent possible ethical issues. They also 

suggest that third party groups test the systems to see if there are any weaknesses that can be exposed prior to 

implementing in the public space. They could also employ independent agencies that can act as certifiers of 

systems who would then apply their seal of approval once satisfied with the integrity. 

The benefits of implementing a computer vision system that has considered all the ethical implications are 

obvious but Standards Australia (2019) argue that an AI system can benefit and enhance social wellbeing if it 

can be trusted at protecting privacy and maintaining security. The problem is, however, that an ethical system 

can be rather complex to develop. In their research, Blank (2019), found that implementation of an ethical AI 

system enables the developers to take advantage of the social impact the AI delivers and also means that they 

can avoid future costs from mistakes that weren’t realised during the development phase. They highlight a 

framework method from AI4People that uses the field of bioethics applied to AI systems to help developers 

implement an ethical AI system. This framework incorporates how the technology will benefit society, 

ensuring the technology does no harm, that autonomy of the person is maintained and ensuring the system is 

fair and does not commit undue injustices. A fifth principle, outside of bioethics, is also applied that deals with 

accountability of the system and how well it can be explained to the user.  

In finishing ethical considerations, the future of computer vision systems used in the public and private spaces 

will need to address all implications to society, whether they be positive or negative. This assessment needs to 

incorporate the entire lifecycle of the technology from concept, through development, into implementation and 

through to disposal. 
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Chapter 3 – Research Design and Methodology 

3.1 Research Design 

The literature review has shown that there have been several different methods for detecting falls using 

computer vision, however, all the methods of computer vision can be broadly gathered into several separate 

computer vision categories. One category is a method that uses image segmentation to separate foreground 

objects, which is usually the object of interest, from the background. This was traditionally done using 

background subtraction, where the image to be analysed is subtracted from a reference image. However, newer 

algorithms have recently been developed that use machine learning to create the foreground mask. de Miguel 

et al. (2017), Foroughi et al. (2008) and Rougier et al. (2007) all use the background subtraction method to 

define the region of interest in the image frame. Once image segmentation is complete, the features of the 

resulting blob can be analysed to determine if a fall has occurred. Image analysis and fall detection has also 

been done using more advanced techniques that fit into the domain of deep learning. Deep learning, when used 

in the context of computer vision, can generally be described as a system that uses artificial neural networks 

to analyse an image. By training the computer with a multitude of different images of a unique feature, for 

example images of fallen people, the neural networks begin to recognize those features and can start to learn 

the difference between an image with that feature and those without. Núñez-Marcos et al. (2017) and 

Maldonado-Bascón et al. (2019) both use deep learning techniques in their fall detection algorithms. Whilst 

deep learning is a field that warrants further research for fall detection, this project utilises image segmentation 

to separate the region of interest and then extract the features that might determine a fall event from that region. 

It is hoped that with further research after this project some of the deep learning techniques could be applied 

to improve the performance of the fall detection algorithm. 

A common method for determining a fall from a segmented image has been using the features of the bounding 

box that surrounds the person in an image generated by the image analysis software. Töreyin et al. (2005) use 

the bounding box to create a time series that describes the motion of the person in the image and de Miguel et 

al. (2017) use the ratio and ratio derivative of the bounding box sides to define the movement of the person 

over time. Williams et al. (2010) also use the aspect ratio of the bounding box so that if the ratio is less than 

one, a fall is detected. This method relies on the person falling in manner that is not perpendicular with the 

camera’s horizontal axis. This method was also adopted by Kwolek and Kepski (2016) who used the ratio to 

verify a fall had occurred after detection by a wearable sensor. The original algorithm adopted in this project 

utilised the features of the bounding box generated by the region property function in MATLAB. To determine 

a fall, the ratio of the bounding box vertical lengths to the horizontal lengths were analysed and if the horizontal 

lengths were greater than the vertical, a fall was detected. It was found that this method had limitations when 

used as a fall detector by itself and would need additional features used in conjunction with it to become a 

reliable fall detection technique. 
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The characteristics of the human shape were used to verify a fall in the work by Rougier et al. (2007). To do 

this, an approximated ellipse was used to represent the human shape in a segmented image and the changes in 

angle and axis ratio helped determine if the person had fallen. This method has been utilised in conjunction 

with the bounding box ratio in the second iteration of the fall algorithm for this project. The MATLAB blob 

analyser function generates the information to create the ellipse and the centroid of the blob created by the 

foreground mask. The standard deviations of the ellipse angles and the axis ratios from the most recent frames 

are both used to help identify a fall in the image sequence. 

This project hoped to construct some sort of prototype that could utilise the developed algorithm and be tested 

on real scenarios. The literature review showed that de Miguel et al. (2017) developed their fall detection 

system to be utilised on the Raspberry Pi platform with an attached camera. This project will hope to use a 

similar system in future development. 

This project will attempt to build on some of the computer vision fall detection methods highlighted in the 

literature review and will hope to answer the following questions, 

• Is foreground extraction suitable for use with fall detection algorithms? 

• Is shape analysis for fall detection methods suitable? 

• Can computer vision realistically be adopted as a fall detection method for elderly people? 

3.2 Methodology 

3.2.1 Algorithm Development 

A qualitative approach was used for the consideration of the fall detection algorithm. Research has shown that, 

in the field of computer vision, there are many different methods for analysing the posture of humans and then 

using algorithms for ascertaining what that posture or change in posture means. This project has based its 

algorithm on and extended the work by Rougier et al. (2007) who uses human motion history plus other 

methods to establish if the image sequence has shown a fall. This research seemed easily understood and 

aspects of their methods have been used in this project. 

Algorithm development was carried out using MATLAB software. The decision surrounding the choice of 

integrated development environment was made based on previous learned knowledge of MATLAB, as well 

as having access to appropriate licensing through USQ. Further to this, MATLAB can be easily converted into 

C/C++ computer language protocol for use in a microprocessor embedded system. MATLAB also has a suite 

of computer vision, image processing and deep learning tools that can be used to develop a reliable fall 

detection algorithm. 

The initial stages of program development involved developing a method for image segmentation. By 

segmenting the image, a foreground mask that displays a person or any object as a white blob on a black 
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background is produced. Further processing was then conducted on the image to remove any unwanted features 

and provide a clean foreground mask. The features of the blob produced by the image segmentation are then 

analysed to produce several outputs that can be used to determine if the person in the image has indeed fallen. 

The actual fall detection algorithm program has been separated from the main program to run as function when 

called by the main program. This has been done so that revisions made in the main program can easily be 

carried out without affecting the fall detection algorithm. For example, if the image segmentation was adjusted 

in the main program, the new parameters generated by this segmentation would be sent to the same fall 

detection algorithm and improvements or deficiencies could be quickly detected. 

Another part of the program produces a video with added image annotations including shapes and text that 

show the viewer when the algorithm has detected a fall. Also, when a fall is detected in one or a series of 

images, the program adds a true value to the image label spreadsheet which was included with the fall image 

dataset. This value is then compared with the label for that particular image in the image label spreadsheet for 

evaluating the performance of the algorithm.  

3.2.2 Algorithm Testing Requirements 

The effectiveness of the algorithm must be understood to determine if the algorithm can not only reliably detect 

a fall, but also establish if the person has recovered or not. Further to this, the algorithm must show a high 

level of repeatability and be adaptable across different scenarios. For this, the system used by Kwolek and 

Kepski (2015) has been adopted where there are three measures used to determine how well the algorithm has 

performed – accuracy, sensitivity and specificity. The accuracy is a measure of how often the algorithm has 

correctly detected an actual fall (true positive) and an actual non-fall (true negative). The sensitivity is a 

measure of how often the algorithm has correctly detected an actual fall (true positive) compared to how often 

it missed a fall (false negative). Specificity, on the other hand, is a measure of how often the algorithm correctly 

detects a non-fall situation (true negative) compared to how often it incorrectly detected a fall (false positive). 

For the algorithm to be deemed successful all performance measures must be satisfactory. No one measure can 

be high while the other two are low for the algorithm to be reasonably reliable. For example, if the sensitivity 

is high while the specificity and accuracy are low it would signal that the algorithm is detecting falls in a lot 

of frames including the frames where there are no falls present. For the purposes of this project, the 

performance measures would need to be upwards of 90% for the algorithm to be reliable. This threshold is 

based on the research conducted by Gutiérrez et al. (2021) for similar fall detection methods. 

Further to this, the performance of the image segmentation must be analysed as well. This can only be done 

by visually checking the binary image output as the algorithm runs through the image sequence. This is 

necessary to ensure that falls that are detected are due to correct analysis of the human shape and not due to 

some random shapes produced by the image segmentation. 
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3.2.3 Testing the algorithm using datasets 

As mentioned above, the algorithms that have been developed have been tested on  publicly available datasets 

provided by Adhikari et al. (2017b). The authors have provided 20 datasets which contain over 22,000 images. 

Each dataset has a series of RGB and depth images which have been taken using a Microsoft Kinect camera. 

A label.csv file is also included which labels each of the images based on the different poses the subject person 

is performing in the image. 

The bulk of the algorithm development was carried out using one dataset. When the algorithm was at the stage 

of testing it was tested on other datasets. However, not every dataset was suitable for the algorithm, for 

instance, if the subject person started in the first frame of the image sequence, a reliable foreground mask could 

not be established. The algorithm was able to be tested on the remaining appropriate datasets, however, and 

results were compared with the label spreadsheet. 
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4.1.3 Segmentation using MATLAB foreground detector 

It can be seen above that when image segmentation is poor, the fall detection algorithm has a difficult time 

correctly determining a fall. For the success of this project a more reliable method of image segmentation was 

sought. In its computer vision toolbox, MATLAB has a function, vision.ForegroundDetector, which is a 

foreground detector that uses Gaussian Mixture Models (GMM) to return a foreground mask and is derived 

from the work by Kaewtrakulpong and Bowden (2001) and Stauffer and Grimson (2007). The foreground 

detector has several parameters that can be set to make it work effectively. Adapt learning rate allows the 

detector to update the learning rate with each frame, the learning rate is how rapidly the algorithm adjusts to 

changing conditions. The number of training frames can also be adjusted and needs to be set to an appropriate 

number so the algorithm can get a robust background image. The minimum background ratio determines what 

pixels are to be considered background values and must be appropriately set to allow for multimodal 

backgrounds. There is also the ability to set the number of gaussian modes as well as the initial variance of the 

model. 

Used in conjunction with the foreground detector is another function from the computer vision toolbox, 

vision.BlobAnalysis. This function analyses all the connected regions, or blobs, in the binary image and 

produces statistical outputs that can be used to describe the blobs. Whilst there are plenty of outputs that can 

be used for computer vision projects, the properties used for this project were centroid, area, bounding box, 

major axis length, minor axis length and orientation output. The centroid output returns the coordinates on the 

image of the centre point of the blob and was used to determine the distance and therefore the speed, at which 

the blob was moving between image frames. The area output port was used to filter any smaller blobs in the 

image that would not be large enough to represent a human and as per the initial fall detection algorithm the 

bounding box was used to represent the region of interest (ROI) for the blob. The major and minor axes outputs 

are used to represent the ellipsis that defines the blob, and the orientation is used to represent the angle of the 

major axis in relation to the x axis of the image. 

To produce a foreground mask the foreground detector needs to be trained to detect the background model. 

This meant that the datasets needed an image sequence at the start that contains just the background with no 

human or other moving objects. This narrowed the available datasets even further than the original 

segmentation method as the background subtraction method could rely on the one reference image that was 

supplied with some of the datasets. The foreground detector relies on a number of training frames to be 

effective and through trial and error the optimum number has been set at around 40. If this number is set too 

small the foreground detector will detect minor lighting changes and shadows which would make the 

segmentation unstable. The number of training frames could be set higher, however, the datasets would run 

out of available images. Like the number of training frames, the learning rate was set with a fair amount of 

trial and error. If the learning rate is set too high, the algorithm will quickly erode the foreground mask which 

creates problems if the person in the frame is stationary for an extended period. If it is set too low, then any 

minor change in the background image will remain in the frame causing nuisance blobs. The minimum 
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Setting the most appropriate thresholds for these parameters was a lot more complex and involved analysing 

the standard deviations of the angles and axis ratios around the fall images. Using dataset 569, the centroid 

distance and the standard deviation data from the orientation angle and the axis ratio in each image were 

included in the output spreadsheet. This allowed easy analysis of the parameters by cross referencing the 

images where a fall had occurred. For instance, in dataset 569 a lying pose occurs in images 124 to 150. By 

analysing the centroid distance and the standards deviations of the angle and axis ratios around this point, some 

idea of thresholds can start to be determined. Table 4.2 shows the centroid distance and standard deviation 

data around image 124 where the fall begins to occur. It can be seen that after image 124 there is a noticeable 

increase in the standard deviation of the axis ratio and a smaller increase in the angle standard deviation. There 

is also a noticeable increase in the centroid distance at image 123 that could show the person has started to 

transition from standing to lying and that a fall is taking place. 

The next lying pose in this dataset occurs between images 187 and 218. Table 4.3 shows the results of the axis 

ratio and angle standard deviations around image 187. Once again, there is a noticeable change in axis ratio 

although on this occasion it is just before the change in pose. The angle standard deviation also changes slightly 

just after the change in pose. Figure 4.10 shows the image sequence from image 180 to 191 including the 

associated binary image. As shown in Table 4.3, the axis ratio standard deviation gradually increases and peaks 

at around image 185. This is due to the lengthening of the blob as the subject person moves from the standing 

pose to the lying pose. The standard deviation of the angle increases slightly at image 190 where the person 

makes contact with the bed. Centroid distance also has an increase at this image, however, there are similar 

sized increases in the images preceding the change in pose which are probably due to the subject moving on 

to the bed in a kneeling pose prior to the lying pose. 

 

 

Figure 4.10 Image sequence (180 to 191) showing axis ratio and orientation angle change in dataset 569. 
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There is a third and final event in dataset 569 that can be used to train the fall detector at image 423 where the 

subject goes into a lying posed that lasts until image 518. Table 4.4 shows the centroid distance and standard 

deviation results around the start of the lying pose and once again there is a slight increase in axis ratio standard 

deviation several frames after the start of the lying pose label at image 429. What is also notable is that there 

is very minimal variation in orientation angle at the time of the change in pose. This is due to the manner in 

which the subject moves to the lying pose and as such, the variation in angle comes before the movement to 

the lying pose in image 418. The centroid distance also shows a change in magnitude just before the lying pose 

also at image 418. Figure 4.11 shows the change in orientation angle prior to the lying pose from image 

sequence 408 to 416 and the continuation of this sequence shows the movement from standing to lying 

finishing in image 424.  

The results of the centroid distance, axis ratio and orientation angle standard deviations show that it is possible 

to create a fall detection algorithm using these parameters. However, the variability of each parameter means 

that there are instances when the parameter might reach the threshold outside of a change from standing to 

lying pose. For this reason, the algorithm was first designed so that a possible fall could only be detected when 

at least two of the parameters had reached their threshold. That is, a possible fall is detected under the following 

scenarios. 

Figure 4.11 Image sequence 416 to 424 showing standing to lying pose 
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The fall algorithm has also been revised to help detect if a person has stayed fallen. So, a fall is detected when, 

• The bounding box average ratio from the previous five frames is greater than one. 

• The standard deviation of the angle of the of the blob in the previous five frames is greater that the 

threshold AND the standard deviation of the axis ratio from the previous five frames is greater than 

the threshold. 

• The centroid distance from the previous frame to the current frame is greater than the threshold AND 

the standard deviation of the angle of the of the blob in the previous five frames is greater that the 

threshold. 

• The centroid distance from the previous frame to the current frame is greater than the threshold AND 

the standard deviation of the axis ratio from the previous five frames is greater than the threshold. 

The fall column in Table 4.7 shows that while the detector has picked up the initial change in pose at image 

125, there is still a period where the person is in the lying pose and the detector has given a non-fall state. The 

fall flag is then picked up again at image 132 and remains on for most of the remainder of the period when the 

person is in the lying pose. This is due to the way the person falls on to the bed. The image sequence displayed 

in figure 4.14 shows that after the person lands on the bed, their legs go up into the air which keeps the centroid 

relatively still, the bounding box ratio doesn’t increase above threshold and the angle doesn’t vary enough to 

trigger the threshold. 

In the next fall sequence, the detector has picked up the change to a lying pose within one frame of the image 

label, see Table 4.8, and alternates between on and off for the duration of this lying pose. After the person 

stands up, however, the detector continues to incorrectly show a fall state for several image frames. This is due 

to the foreground detector yielding an abnormal blob and distorting the ellipse and the bounding box as the 

person gets up off the bed. It is unclear as to why the foreground detector has given this blob shape, however, 

in Figure 4.15 it can be seen that it is likely that the detector has latched onto the movement of the stripe on 

the sheet on the bed from the person lying on top of it. The blob appears to hold on to the stripe until the person 

gets up off the bed.  

Figure 4.14 Image sequence (125 to 132) showing a missed fall due to an unusual lying pose in dataset 569 
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Random false positives are also created later in the image dataset that starts at image 297 and continues on and 

off for the next several frames, see Figure 4.19. This is due to the subject person walking out from behind an 

occlusion, which is the bed in this case. As her entire body comes into view, the ellipse major axis expands 

and triggers the standard deviation threshold as well as the centroid distance threshold, thus creating a false 

positive. 

One of the largest causes of false positives in dataset 569 is the series of images just before the subject person 

lies down onto the bed for the last time after image 407. In this image sequence, shown in Figure 4.20, the 

person is walking towards the head of the bed in the lower portion of the camera frame. As she reaches the 

head, she turns and then proceeds to lay down on the bed. This sequence has multiple effects on the algorithm. 

Firstly, the bottom portion of the person’s body is not within the frame, so the long axis of the ellipse is 

automatically shortened which affects the axis ratio standard deviation. Secondly, as the person turns from a 

side on image to one where she has her back facing the camera, the ellipse minor axis increases, further 

exacerbating the axis ratio variation. Lastly, the orientation angle variation increases due to the person 

changing directions as she moves from standing to lying. 

The remainder of the false positives are those surrounding the change in pose from standing to lying. They can 

range from one or two frames to several frames both when the person goes into the lying pose and when they 

move into a standing pose. As the detection algorithm is tuned to detecting the movement changes that precede 

and follow the fall event, these types of false positives should be expected, and an acceptable amount will be 

tolerated. 

Figure 4.19 Image sequence showing false positives caused by an occlusion 

Figure 4.20 Image sequence showing false positives due to part of person being out of frame 
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4.1.7 Revised state-based fall detection 

The previous state-based fall detection algorithm was successfully able to detect a change in pose to lying, 

maintain the fall state while the person remained in the lying pose, then reset the fall state once the person 

returned to the standing position. There were still many images, however, where the fall detection algorithm 

has incorrectly detected a fall. In this section, the state-based fall detection algorithm will be modified further 

so that most of these false detections can be eliminated. 

For this algorithm, centroid distance has been removed. This parameter did not improve the performance of 

the algorithm because the distance changes between each frame is inconsistent. A significant change in 

distance can be observed when the person is just walking normally around the room as well as during a change 

in pose. Therefore, it has the potential of contributing to false fall detections as a suitable threshold is 

impossible to calculate. This is shown by analysing Table 4.10 and Table 4.14. A fall event in Table 4.10 

shows that the centroid distance travelled around 3 to 5 pixels. A person walking normally in Table 4.14 covers 

a similar distance. 

When a person falls parallel with the camera vertical axis, it is expected that the variation of the axis ratio 

should occur mainly in the major axis with minimal changes in the minor axis. For this reason, a fall should 

only be considered when the axis ratio standard deviation is above the threshold and the minor axis standard 

deviation is below a threshold. This should help filter the out the non falls where the minor axis is varying 

significantly, but the major axis is staying relatively the same.  

Take image sequence 393 to 397 in Figure 4.21 and Table 4.15 for example. The person is standing side on to 

the camera and as they begin to move, they turn slightly to be more front on to the camera. This subtle 

movement causes the minor axis of the ellipse to widen and trigger a false fall detection on axis ratio standard 

deviation. 

Another issue with axis ratio variation occurs when the subject person is in the lower portion of the image. 

The person becomes partially removed from the image and as a result, the blob is truncated vertically. This 

means that the major axis of the ellipse will vary significantly whilst the minor axis stays relatively the same. 

To alleviate this, separate thresholds will be implemented when the person is operating in the lower portion of 

the frame. Image 400 (Figure 4.22) shows the last frame before parts of the lower body go out of the image. 

The centroid location at this point is 147, 173. Image 408 (Figure 4.23) shows the person at the bottom of the 

Figure 4.21 Image sequence showing false detection due to minor axis variation 











 46 

ideal, their presence is not disastrous. In this dataset, the image in Figure 4.25 has been labelled as a sitting 

pose, however, there is a high likelihood that a fall at this location could end up in this type of pose. In Figure 

4.26, the person may have sat up after the fall, but still may not be able to get to their feet and would therefore 

still need assistance. Dataset 832 suffers from false positives due to both poor foreground extraction as well as 

an incorrectly identified pose due to the upright thresholds not being met after a lying pose. The image shown 

in  Figure 4.27 shows that the person is wearing a dark pair of pants that have blended in with the dark 

background caused by the shadowing around the couch. This lack of contrast has made it difficult for the 

foreground detector to detect the legs of the person and as such, the resultant foreground mask has been 

truncated. The fall detection algorithm has then picked up on the change in axis ratio and generated an incorrect 

fall detection. Like dataset 786, dataset 832 has also maintained a fall detection after the person has sat up after 

a fall. Figure 4.28 shows this pose and like dataset 786, the error should be seen as a positive attribute because 

the person has not fully recovered from the fall. Dataset 1954 is unique from the other datasets discussed here 

due to the lack of lighting in the room shown in Figure 4.29. While the foreground detector has done a 

surprisingly good job in detecting the person in darkened the room, it was unable to locate the person at all 

when they were located in front of the dark coloured couch. This means there is a high potential for a fall to 

go unnoticed by the detection algorithm and is a genuine weakness of the system. This dataset also suffered 

Figure 4.27 False positive due to poor foreground extraction in dataset 832 

Figure 4.28 False detection due to upright thresholds not being met in dataset 832 
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from a series of false negatives despite good foreground extraction. The image sequence shown in Figure 4.30 

shows the person slowly lying down onto the mattress on the ground over a series of twelve frames. Due to 

the speed of this change of pose, the thresholds for axis ratio and orientation angle have not been triggered and 

a fall is not detected. Once again, this error can be seen as a positive feature of the algorithm. If applied 

correctly, only changes in pose that occur at a certain rate may be deemed a fall, not just any transition to a 

lying pose as has been done in this algorithm. Dataset 2123 is also a unique dataset in that there are variations 

in lighting intensity throughout the room due to light streaming in through a window. Exacerbating this issue 

is that the camera automatically adjusts the exposure setting as the person moves around the room causing the 

foreground detector to create erroneous foreground extractions. This, in turn, generates a multitude of false 

detections. Take Figure 4.31, for example. In the image on the left the person is squatting prior to sitting down 

onto the mat and the foreground mask is indicative of that pose being carried out. The image on the right is 

three frames later where the camera exposure setting has automatically adjusted and the image has become 

brighter. The result of this change has caused the foreground detector to include the mat and pillow as part of 

Figure 4.29 Person not detected due to dark background in dataset 1954 

Figure 4.30 Image sequence showing false negative due to slow movement of person in dataset 1954 
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the foreground mask which has distorted the shape of the ellipse and caused the fall detector to trigger a fall. 

This issue occurs several times throughout this dataset and usually lasts until the exposure returns to the setting 

where the foreground detector was trained on. This can be in the order of 60 frames. This dataset also had a 

segmentation issue at one point in the image sequence where the person sits at the dining table. The fall 

detection algorithm successfully detects a no fall situation until the foreground detector spuriously fails to 

effectively segment the image and only the legs of the person are successfully extracted into the foreground, 

see Figure 4.32. The effect that this has on the fall detection algorithm is obvious as the resultant ellipse is 

distorted from the full body ellipse. 

The performance of the final fall detection algorithm on all the relevant datasets is shown in Table 4.19. 

Overall, the algorithm has shown the capacity to detect falls effectively and reliably albeit with a few common 

errors. To be able to effectively analyse the shape changes and discriminate between a fall and a no fall, the 

fall detection algorithm requires a solid foreground mask. Poor foreground extraction has been seen to be one 

of the major problems with false detections in all the datasets and must be addressed as a priority. There are 

several reasons the foreground detector was unable to generate a consistent foreground mask and one of these 

was lighting variations. Some of the datasets were dark and it was seen that the foreground detector struggled 

to segment the person in certain locations. On the other hand, when the room had lighting variations, including 

bright spots, the detector was unable to produce a consistent foreground extraction. One of the reasons for this 

was automatic exposure adjustments by the camera. If foreground extraction is going to be the method used 

for fall detection, then a method must be adopted that allows for the lighting changes and exposure settings be 

manually adjusted as the light changes throughout the day. Lastly, the only series of false negatives were 

produced when the person changes their pose slowly when laying down onto the mat. These could be 

Figure 4.31 Images showing change in camera exposure and effect on foreground mask in dataset 2123 

Figure 4.32 Image showing error in foreground extraction in dataset 2123 
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Often considered alongside privacy, security is another issue with computer vision systems. Lauronen (2017) 

found that espionage and identity theft are the two most concerning problems with computer vision systems. 

Espionage is the act of spying with the intention of stealing information from an individual without their 

consent while identity theft is stealing the identity of another for malicious purposes and gaining advantages 

from them. Computer vision can reveal a great deal about the person including their gender, height and 

ethnicity which can all be used to obtain their identity information more easily. Malicious attacks are also 

closely aligned to security issues and Lauronen (2017) defines this as where criminals attempt to hack or break 

into the computer system to spread malicious data including malware and other unwanted material. They cite 

Rinner and Winkler (2014) who warn that the confidentiality of the image data must be preserved throughout 

its lifecycle. 

Understanding of the intention computer vision systems and how they will operate can be difficult for people 

to understand, particularly for the elderly. This is where consent can become difficult. Informed consent is 

something that Coupland et al. (2009) have found to be one the more significant ethical concerns. They have 

found that informed consent builds a level of trust with the user and it important for protection of privacy. 

They believe that an assistive technology targeted at the elderly needs to have mechanisms in place that deal 

with helping the elderly understand how the system works and how their data is going to be used so they can 

provide a firm level of informed consent. 

Consent is built from trust of the system. If the elderly person understands how the computer vision system 

works and can see the benefits it will provide to their life without subjecting them to any risk, then they will 

trust the technology (Coupland et al. 2009). Trust of computer vision systems must be built by addressing the 

issues mentioned above. Skirpan and Yeh (2017) have found that issues with privacy and bias from computer 

vision systems has led to a decrease in public trust of the technology.  

This project has highlighted the potential ethical issues with the proposed system from the beginning and has 

been addressing them throughout the research phase to the development of the algorithm. Consideration of 

ethical issues will need to continue through to development of a prototype and testing on some live data. 

Following on from this, if there was a possibility that the system could be implemented in the public arena, 

then consideration of ethical issues must be addressed for the entire lifecycle of the product. It was seen that a 

publicly available dataset was used to test the algorithm on. By using a publicly available dataset any 

requirement for consent does not need to be considered and any ethical problems can be avoided. This worked 

well for initial configuration and testing of the algorithm, however, to be able to build and test a working 

prototype, consent must be gained from the relevant parties.  

A working model of this system will need to take care of the privacy and security of the person whose home 

the system is installed in, particularly in sensitive areas like bathrooms and bedrooms. This can be achieved 

by removing the ability for anyone to access the video stream created by the camera. Encryption and 

authentication techniques can be implemented for any access of the system both locally and via remote 

connection. However, for ultimate privacy and security, the video does not need to be streamed over the 

internet at all. The requirement for this system to be successful is to alert relevant parties, be that friends, 
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family, neighbours, or medical personnel, so there is no real requirement for the live video to be accessible 

remotely. 

Finally, for this system to gain the approval of the elderly people who will ultimately benefit from it, they need 

to not only understand how this system can assist them but also all the risks associated with it. Only through 

knowledge can trust be established. 
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Chapter 5 – Conclusions 

5.1 Ageing Population 

This research project has highlighted that the population of Australia and the world is slowly getting older. It 

was also discovered that as people approach their senior years, they are choosing to remain in their own homes, 

a predicament referred to as ‘aging in place’. This phenomenon will place further strain on a health care system 

that is already under stress, particularly in rural areas. 

Elderly falls were shown to be one of the major causes of injury in elderly people living at home and the 

probability of death increased when an elderly person was unable to return to their feet after suffering a fall. 

A situation also known as the ‘long-lie’. The major objective of this project was to develop a fall detection 

algorithm using computer vision that could not only detect a fall, but also ensure that the person did not spend 

any longer on the ground than was necessary. 

5.2 Literature Review 

It was discovered in the literature review that there are already many methods for detection of human 

movement, including fall detection that have been researched. Of these methods, most of them could be 

categorised into three main classifications. One classification is wearable technology, where the person wears 

a device, such as a watch or necklace, and the fall is detected by in-built sensors in the device. Another class 

were ambient devices or sensor networks installed in the home. These ambient devices monitor the rooms 

using technologies such as vibration, infra-red and appliance monitoring and will feed the data into some type 

of logic solver which have in-built algorithms that will decide if a fall has occurred. Finally, computer vision 

technologies use cameras installed in the home to monitor human movement. The images obtained from the 

cameras are fed into a computer where they are analysed to decide if a fall has occurred. Some of the techniques 

for analysing the images use foreground extraction and then analysing the changes in the shape produced from 

the extraction for determining changes in pose, including fall detection. Other techniques used depth imagery 

to extract skeletal models of the person. The skeletal model can then be analysed as the person moves around 

the room and falls detected by certain skeletal poses. Some of the more advanced methods of fall detection use 

machine learning and deep learning techniques. This was found to be done using Artificial Neural Networks 

(ANNs) with a Support Vector Machines (SVM) or other machine learning techniques, such as the You Only 

Look Once (YOLO) system. 

5.3 Ethics 

As with any engineering innovation, the impact of the technology, both positive and negative, must be 

considered. It was discovered in the literature review that there are many facets of the ethical impacts to the 

general community when using computer vision technology. Some of the major concerns were found to be the 

security and privacy of the data that is captured by computer vision technology. The researchers found that 
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there are several approaches to ensuring that the system meets the moral and ethical standards of the 

community. This included setting ethical standards at the developer level where companies or individuals 

develop their own internal principles and assess the potential impacts of the technology from development 

through the entire lifecycle of the product. Standards also need to be set at the Government level. It was 

revealed that there has been very little establishment of standards worldwide when it comes to AI implemented 

for use in society. A gap that definitely needs to be filled as more and more AI systems are introduced into the 

future. Finally, the development of these standards need to be driven by the wider community. It is only once 

all the risks of AI systems are understood and how these risks are mitigated can the community begin to trust 

AI and take advantage of all the benefits it has to offer. 

5.4 Algorithm Development 

The development of the fall detection algorithm went through several iterations before arriving at the final 

algorithm presented in chapter 4. All the iterations have utilised the foreground extraction method to create a 

foreground mask of the RGB image. The fall detection algorithms then analysed the shape of the foreground 

mask and different methods were employed to determine if the person in the image had changed to a lying 

pose. This change to a lying pose was interpreted by the algorithm as a fall and a flag was added to a 

spreadsheet for comparison with the image label. 

The first algorithm iteration used background subtraction from a reference image to produce a foreground 

mask. Then a bounding box was applied to the mask and the fall detection algorithm analysed the box for 

changes in aspect ratio to determine if a fall had occurred. The main problems with this revision were that the 

background subtraction was ineffective at properly segmenting the image and the bounding box was either not 

able to capture all type of falls or would incorrectly detect a fall. 

A more reliable foreground extraction was found using the MATLAB foreground detector function in 

conjunction with the blob analyser function. The latter function also produced several outputs that were used 

by the fall detection algorithm for fall detection analysis. An approximated ellipse was one of the outputs 

created and it was with this that most of the shape analysis was conducted. The major and minor axes of the 

ellipse were analysed for changes in ratio, the major axis orientation angle of the ellipse was also analysed for 

changes and the centroid of the ellipse was analysed for distance travelled between frames. To getter a better 

understanding of the variability of the parameters, the standard deviations of the axis ratio and orientation 

angle were analysed using the previous five image frames. The algorithm required some threshold levels for 

each of the parameters so it could tell when a fall was occurring. To achieve this the image sequence was run 

with arbitrary thresholds in the algorithm and each parameters value in the current image was output to a 

spreadsheet. By analysing the change in parameter values around the images where the change in pose 

occurred, threshold values were able to be determined. 

It was found that while the foreground detector was generally good at producing reliable foreground extraction, 

there were several occasions where it produced some inconsistent blobs due to detection of shadows. To 
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combat this, the RGB image was converted to an HSV image prior to image segmentation being carried out. 

After this, the fall detection algorithm produced a lot more reliable results, however, there were still quite a 

few false detections due to the algorithm not maintaining the fall status after the person had transitioned to a 

lying pose and had not yet stood up again. 

At that stage the fall detection algorithm was changed to a state-based algorithm where if any of the fall 

conditions were met the state would change to the fall state. It would then remain in a fall state until an upright 

condition was met. This upright condition was achieved by setting appropriate thresholds in the orientation 

angle as well as axis ratio. These threshold levels were found using a process similar to the fall detection 

thresholds. After this, the performance of the algorithm was vastly improved, however, there were still several 

instances of false positives due to a variety of reasons. After some tweaking of the algorithm, most of these 

false positives were eradicated for the dataset that the algorithm was developed on. The final fall detection 

algorithm was then run on a few of the other datasets that had enough initial frames for the foreground detector 

to be trained on. After analysis of the literature, it is believed that this state-based fall detection with upright 

reset is unique from other fall detection techniques. 

5.5 Results 

It was discovered that, overall, the fall detection algorithm was effective at detecting the change in pose and 

at maintaining the detection during a prolonged lying event. So, in answer to the second research question 

presented in chapter 3, shape analysis appears to be an effective method for fall detection. However, there were 

many occasions when the fall detection algorithm incorrectly detected a fall. It was discovered that one of the 

main reasons for these incorrect detections, among others, was from poor foreground extraction and the main 

cause of this was lighting variations in the images. As a result, it was established that to produce a reliable fall 

detection using shape analysis, a solid foreground mask must be produced. Therefore, in answer to the first 

research question posed in chapter 3, foreground extraction could only be considered if changes in lighting 

conditions are accounted for.  

Unfortunately, due to reasons mentioned above, the algorithm did not meet the benchmark setting of 90% 

stipulated in Chapter 3 and in accordance with other similar systems uncovered in the research conducted by 

Gutiérrez et al. (2021). Despite this, it is this author’s belief that this project has highlighted that computer 

vision can be a viable system that is worthwhile of further research. 

5.6 Future Works 

At the beginning of this research project, it was anticipated that a working prototype, using a camera connected 

to a microprocessor, would be able to be produced. The microprocessor, connected to a network, would have 

been able to monitor the fall detection output and upon detection of a prolonged fall, raise an alarm. 

Unfortunately, the time was not available to develop and implement this system so this could be a personal 

exercise following graduation. Further work also needs to be conducted on the image processing and shape 
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analysis to try and remove the high number of false positives that plagued most of the datasets. This would 

involve using different datasets with a focus on trying to find datasets that have stable camera exposure settings 

so that the foreground extraction is not affected. Finally, the future of computer vision appears to lie with 

machine learning using deep learning techniques. Further development of the fall detection algorithm would 

be using the datasets supplied by Adhikari et al. (2017b) to train the algorithm using Artificial Neural Networks 

for detection of lying and other poses.  
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Title:   Monitoring Elderly Falls in the Home Using Computer Vision 
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Supervisor:  Tobias Low 

Enrolment:  ENG4111 – EXT S1, 2021 

   ENG4112 – EXT S2, 2021 

Project Aim: To develop a computer vision algorithm to monitor the instances of falls in the elderly 

within their own homes. 
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and lead time of purchasing the equipment as well as any other budgetary requirements. 
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4. Review existing motion detection and human movement methods 
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6. Design effective machine vision algorithm that can determine the instances of falls in human beings  
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data  
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Appendix C – MATLAB Code 

Main Program for Dataset 569 

%% Fall Detector Version 3.4 Dataset 569 
%%The Algorithm for the fall detector uses the Matlab function 
%%vision.ForegroundDetector to create a foreground mask and then uses 
%%vision.BlobAnalysis to analyse the blob created by the detector. The 
%%outputs of the blob analysis yield the centroid, area, bounding box, 
%%major and minor axes of the blob's ellipsoid and the orientation angle. 
%%These outputs are sent to the Possible Fall Detection function to 
%%determine if the variables are showing the characteristics of a falling 
%%person or a person in a lying pose. The results are compared the dataset 
%%image labels in an excel spreadsheet. 
  
%% 
%Algorithm Setup 
  
clear; 
  
%create image datastore 
ds = imageDatastore(... 
    '/Users/jabinsmith/OneDrive/University/ERP2021/Fall Datasets/569/rgb',... 
    'FileExtensions',('.png')); 
  
%read spreadsheet containing class label for each frame 
class = readmatrix(... 
    '/Users/jabinsmith/OneDrive/University/ERP2021/Fall 
Datasets/569/569_labels.csv'); 
  
%global variables 
global blobArea blobCent blobBox blobL1 blobL2 blobAlpha axisRatio boxRatio 
global centDist posFall axisStd alphaStd centMean 
  
posFall = 0;                %set possible fall initial value to 0 
position = [0 0];          %vector for position of text 
position2 = [0 20];        %vector for position of second line of text 
position3 = [320 0];        %vector for position of image number 
Z = zeros(1,2000);          %register for ellipse coordinates 
numIm = numel(ds.Files);    %register for number of files in datastore 
SE = strel('square',5);      %structuring element for binary morphology 
  
%image foreground detector outputs the foreground mask 
detector = vision.ForegroundDetector('NumTrainingFrames', 43, ...  
       'NumGaussians',5,'LearningRate',0.0005,'MinimumBackgroundRatio'... 
       ,0.65,'InitialVariance',(35/255)^2); 
  
%Blob analysis tool outputs blob characteristics 
blob = vision.BlobAnalysis(... 
       'CentroidOutputPort', true, 'AreaOutputPort', true, ... 
       'BoundingBoxOutputPort', true, 'MajorAxisLengthOutputPort',true,... 
       'MinorAxisLengthOutputPort',true,'OrientationOutputPort',true,... 
       'MinimumBlobAreaSource','Property','MaximumCount',1); 
  
%create video file 
video_569_V3_4 = VideoWriter(... 
    '/Users/jabinsmith/OneDrive/University/ERP2021/Fall 
Datasets/569/video_569_4.mp4',... 
    'MPEG-4'); 
video_569_V3_4.FrameRate = 10; 
video_569_V3_4.Quality = 100; 
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open(video_569_V3_4); 
  
%create figure to display images 
f1 = figure('NumberTitle','off','Name','Dataset 569'); 
hold on; 
  
  
%% 
%loop to read, process and display each image in the dataset 
for k = 1:numIm 
    image1 = readimage(ds,k); 
    imagehsv = rgb2hsv(image1); 
    imageBW = detector(imagehsv); 
    imageBW = imfill(imageBW,8,'holes'); 
    imageBW = bwareaopen(imageBW,1490,8);         
    %imageBW = bwpropfilt(imageBW,"Area",1,"largest"); 
    imageBW = imdilate(imageBW,SE); 
    imageBW = imerode(imageBW,SE); 
    %imageBW = imopen(imageBW,SE);           %image morphology 
    %imageBW = imclose(imageBW,SE); 
    [area,cent,bbox,l1,l2,alpha]  = blob(imageBW); 
     
    %variables to place outputs from blob analyser 
    if isempty(area) 
        blobArea(k,:) = 0; 
    else 
        blobArea(k,:) = area; 
    end 
     
    if isempty(cent) 
        blobCent(k,:) = [0 0]; 
    else 
        blobCent(k,:) = cent; 
    end 
     
    if isempty(bbox) 
        blobBox(k,:) = [0 0 0 0]; 
    else 
        blobBox(k,:) = bbox; 
    end 
     
    if isempty(l1) 
        blobL1(k,:) = 0; 
    else 
        blobL1(k,:) = l1; 
    end 
     
    if isempty(l2) 
        blobL2(k,:) = 0; 
    else 
        blobL2(k,:) = l2; 
    end 
         
    if isempty(alpha) 
        blobAlpha(k,:) = pi/2; 
    else 
        blobAlpha(k,:) = alpha; 
    end   
       
    if blobAlpha(k,:) < 0 
        blobAlpha(k,:) = pi + blobAlpha(k,:); 
    end 
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    %Get coordinates for ellipsoid axis lines 
    [MAxis,mAxis] = axisCoord(blobCent(k,:),blobAlpha(k,:),blobL1(k,:),... 
        blobL2(k,:)); 
     
    %Get coordinates for ellipsoid 
    Z = ellipse(blobAlpha(k,:),blobL1(k,:)/2,blobL2(k,:)/2,blobCent(k,:)); 
     
    %Determine possible fall from blob data 
    Fall = posFall_V4(blobCent,blobAlpha,blobL1,blobL2,blobBox,k); 
     
    %% 
    %Insert image animations 
    if Fall == 1 && ~isempty(cent) 
        image1 = insertText(image1,position2,'Fall Detected','FontSize',... 
            12,'BoxColor','red'); 
        image1 = insertShape(image1,'Rectangle',bbox,'color','red',... 
            'LineWidth',2); 
             
        class(k,3) = 1;     %add fall flag to spreadsheet column 
    else 
        image1 = insertText(image1,position2,'No Fall Detected','FontSize'... 
            ,12,'BoxColor','green'); 
        class(k,3) = 0;     %add no fall flag to spreadsheet column 
    end 
    %Add text box when person is in frame 
    if ~isempty(cent) 
        image1 = insertText(image1,position,'Person Detected','FontSize',... 
            12,'BoxColor','yellow'); 
    end 
    %insert bounding box 
    %image1 = insertShape(image1,'Rectangle',bbox,'color','red'); 
    %insert axis lines 
    image1 = insertShape(image1,'Line',[MAxis;mAxis],'color','cyan'); 
    %insert ellipsoid 
    image1 = insertShape(image1,'Line',Z); 
    %insert centroid marker 
    image1 = insertMarker(image1,cent);     
    %insert image number 
    image1 = insertText(image1,position3,k,'FontSize',12,'BoxColor',... 
        'white','BoxOpacity',1,'Anchorpoint','RightTop'); 
    %display final image with foreground mask 
    image2 = imshowpair(image1,imageBW,'montage'); 
     
    writeVideo(video_569_V3_4,image2.CData); 
     
    %add image data to spreadsheet for easier analysis 
    class(k,4) = centDist(k,:); 
    class(k,5) = centMean(k,:); 
    if k>5 
        class(k,6:7) = blobCent(k,:) - blobCent(k-5,:); 
    end 
    class(k,8) = axisStd(k,:); 
    class(k,9) = alphaStd(k,:); 
    class(k,10) = blobAlpha(k,:); 
    class(k,11) = blobL1(k,:); 
    class(k,12) = blobL2(k,:); 
end 
%% 
close(video_569_V3_4);      %close video file 
  
%create .xlsx file with test results 
writematrix(class,'/Users/jabinsmith/OneDrive/University/ERP2021/Fall 
Datasets/569/569_V3_4_test_results.xlsx'); 
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Fall Detection Function 

%% Possible Fall Detection function version 4 
%%Possible falls are detected if any of the following criteria are met. 
%%Fall condition will also latch until blob angle is within upright person 
%%limits. 
  
%%- The standard deviation of the angle of the of the blob in the previous 
%%five frames is greater that the threshold AND the standard deviation of 
%%the axis ratio from the previous five frames is greater than the 
%%threshold. 
  
%%- The centroid distance average from the previous 3 frames is greater 
%%than the threshold AND the standard deviation of the angle of the of the 
%%blob in the previous five frames is greater that the threshold AND the 
%%current blob angle is not within the upright person limits 
  
%%- The centroid distance from the previous frame to the current frame is 
%%greater than the threshold AND the standard deviation of 
%%the axis ratio from the previous five frames is greater than the 
%%threshold. 
  
function posFall = posFall_V4(cent,ang,majLen,minLen,box,k) 
  
global axisRatio boxRatio centDist posFall axisStd alphaStd centMean 
  
%%take variables from main program and put into arrays local to this 
%%function. 
blobCent = cent; 
blobAngle = ang; 
blobL1 = majLen; 
blobL2 = minLen; 
blobBox = box; 
  
%Ratio between major and minor axes 
axisRatio(k,:) = blobL1(k,:)/blobL2(k,:); 
%Ratio between horizontal and vertical sides of bounding box 
boxRatio(k,:) = blobBox(k,3)/blobBox(k,4); 
  
%Condition statement to prevent elevated deviations when no blob is present 
%in current frame. 
if isnan(axisRatio(k,:)) 
    axisRatio(k,:) = 3.0; 
end 
  
%%Condition statement to prevent array errors when no blob is present in 
%current frame. 
if isnan(boxRatio(k,:)) 
    boxRatio(k,:) = 0; 
end 
  
%%Condition statements to allow calculation of standard deviations and 
%%means when not enough frames have been processed 
if k == 1 
    alphaStd(k,:) = std(blobAngle(1:k,:),1); 
    axisStd(k,:) = std(axisRatio(1:k,:),1); 
    L2Std(k,:) = std(blobL2(1:k,:),1); 
    centDist(k,:) = 0; 
    centMean(k,:) = 0; 
  
elseif k > 1 && k <= 5 
    alphaStd(k,:) = std(blobAngle(1:k,:),1); 
    axisStd(k,:) = std(axisRatio(1:k,:),1); 
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    L2Std(k,:) = std(blobL2(1:k,:),1); 
    centDist(k,:) = sqrt((blobCent(k,1) - blobCent(k-1,1))^2 + (blobCent(k,2)... 
        - blobCent(k-1,2))^2); 
    centMean(k,:) = mean(centDist(1:k,:)); 
  
elseif k > 5 
    alphaStd(k,:) = std(blobAngle(k-4:k,:),1); 
    axisStd(k,:) = std(axisRatio(k-4:k,:),1); 
    L2Std(k,:) = std(blobL2(k-4:k,:),1); 
    centDist(k,:) = sqrt((blobCent(k,1) - blobCent(k-1,1))^2 + (blobCent(k,2)... 
        - blobCent(k-1,2))^2); 
    centMean(k,:) = mean(centDist(k-2:k,:)); 
else 
    alphaStd(k,:) = 0; 
    axisStd(k,:) = 0; 
    L2Std(k,:) = 0; 
    centDist(k,:) = 0; 
    centMean(k,:) = 0; 
end 
  
%%Thresholds for fall condition statements 
centThresh = 4.0;   %Centroid mean distance threshold 
alphaThresh = 0.1;  %Angle standard deviation threshold 
axisThresh = 0.4;  %Axis ratio standard deviation threshold 
upLeft = 2.09;      %Upright angle threshold for left side of blob 
upRight = 1.05;      %Upright angle threshold for right side of blob 
ratioThresh = 1.7; 
L2Thresh = 5; 
%Thresholds for when person is in lower portion of frame 
if blobCent(k,2) > 170 
    ratioThresh = 1.05; 
    upLeft = 2.18; 
    upRight = 0.96; 
end 
  
%% Fall Condition Statements 
% When a fall is detected the algorithm will latch a fall condition until 
% it deems that the person has returned to the upright position. 
  
switch posFall 
  
    case 0 
         
        if blobAngle(k,:) > upRight && blobAngle(k,:) < upLeft 
            if axisStd(k,:) > axisThresh && axisRatio(k,:) < ratioThresh... 
                    && L2Std(k,:) < L2Thresh 
                posFall = 1; 
            else 
                posFall = 0; 
             
            end 
             
        elseif alphaStd(k,:) > alphaThresh ... 
                && (blobAngle(k,:) < upRight || blobAngle(k,:) > upLeft) 
            posFall = 1; 
             
        else 
            posFall = 0; 
             
        end 
         
    case 1 
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        if blobAngle(k,:) > upRight && blobAngle(k,:) < upLeft... 
                && axisRatio(k,:) > ratioThresh 
            posFall = 0; 
        end 
  
end 
  
end 

Axis Coordinates Function 

function [MAxis, mAxis] = axisCoord(cent, alpha, l1, l2) 
  
    beta = pi + alpha; 
    theta = pi/2 - alpha; 
    phi = pi + theta; 
     
    X1 = cent(1) + (l1/2) .* cos(alpha); 
    Y1 = cent(2) - (l1/2) .* sin(alpha); 
    X2 = cent(1) + (l1/2) .* cos(beta); 
    Y2 = cent(2) - (l1/2) .* sin(beta); 
     
    x1 = cent(1) + (l2/2) .* cos(theta); 
    y1 = cent(2) + (l2/2) .* sin(theta); 
    x2 = cent(1) + (l2/2) .* cos(phi); 
    y2 = cent(2) + (l2/2) .* sin(phi); 
     
    MAxis = [X1 Y1 X2 Y2]; 
    mAxis = [x1 y1 x2 y2]; 
end 

Axis Ratio Function 

function axisStd = axisRatio(l1, l2) 
  
axisRat = l1./l2; 
axisStd = std(axisRat); 
  
end 

Centroid Distance Function 

function centDist = distance(cent) 
  
centDist = sqrt((cent(1,1) - cent(2,1))^2 + (cent(1,2) - cent(2,2))^2); 
  
end 
 

Ellipse Draw Function 

function Z = ellipse(phi,a,b,cent) 
  
Z = zeros(1,2000); 
t = linspace(0,2*pi,1000); 
Rot = [cos(phi) sin(phi);-sin(phi) cos(phi)]; 
Coords = [a*cos(t);b*sin(t)]; 
  
Y = Rot * Coords; 
Y(1,:) = Y(1,:)+cent(1); 
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Y(2,:) = Y(2,:)+cent(2); 
Z(:,1:2:end) = Y(1,:,end); 
Z(:,2:2:end) = Y(2,:,end); 
end 
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Appendix D – Fall Analysis Data – Dataset 569 
  






























