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Abstract 

 
Sustained hypersonic flight will enable travel between cities in a few hours however, there 

are many problems to be solved such as control of the boundary layer state. The 

University of Southern Queensland’s hypersonic testing facility regularly conducts 

experiments and research of hypersonic boundary interactions. The facility can be 

configured for a Ludwieg tube with free piston compression heating, or an atmospheric 

pressure blow down to vacuum operation. The facility is capable of producing hypersonic 

flows from Mach 2 to Mach 7 for approximately 200 ms.  

 

High speed schlieren images of the flow field of the test section was obtained and Spectral 

Proper Orthogonal Decomposition (SPOD) was utilised to investigate the flow around a 7-

degree half angle precision machined cone mounted in the test section with a zero angle of 

attack. The schlieren images captured at 450,000 fps was used to investigate the most 

energetic modal frequency and modal shapes/structures. The SPOD results were compared 

to high-speed surface pressure fluctuations which are measured at discrete locations along 

one azimuthal ray of the model surface.  

 

The SPOD technique was unable to resolve the power spectrum to be consistent with the 

established pressure fluctuation measurements. However, the SPOD frequency image 

analysis was able to identify the second-mode instability. These image results suggest that 

SPOD could be used to study boundary layers in TUSQ. Such further studies should 

involve the acquisition of a high-speed camera capable of >450,000 fps. Ideally, a frame 

rate of at least 560,000 fps should be investigated.  
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1.1 Project Aim 

 

This project is motivated by the desire to extend the experimental capabilities in the 

University of Southern Queensland’s Hypersonic Wind Tunnel (TUSQ) to transition 

research supported by non-intrusive diagnostics. In this case, schlieren imaging is the most 

used optical diagnostic in TUSQ, so should have a relatively low barrier of entry to 

researchers. The Spectral Proper Orthogonal Decomposition (SPOD) technique 

investigated requires no additional equipment however, upgraded equipment would be 

beneficial. My involvement in this project began through the manufacture of the test 

model which provides the foundation for this research.  

 

The project aim is to use spectral proper orthogonal decomposition (SPOD) for the 

investigation of the flow around models which are mounted in the University of Southern 

Queensland’s Hypersonic Wind tunnel (TUSQ). The primary objective is to apply the 

SPOD technique to the study of second-mode instabilities, imaged using high-speed 

schlieren, in the boundary layer of a slender cone at Mach 6. The analysis should reveal 

the most energetic modal frequency and structures. The SPOD results will be compared to 

high-speed surface pressure fluctuations which are measured at discrete locations along 

the one azimuthal ray of the model surface. 

 

Utilising a non-intrusive method such as schlieren with SPOD analysis to investigate the 

boundary layer state over an area offers advantages over the established point 

measurement using surface pressure transducers such as: (1) a near-continuous 

measurement of the spatial evolution of the boundary layer; (2) no flat surfaces being 

introduced by the pressure transducers; and (3) no change of the surface finish at the 

sensor location. 
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1.2 Dissertation Outline 

An outline of the dissertation chapters is outlined below:  

• Chapter 2 Describes a fundamental background on hypersonic theory and concludes 

on discussion of current literature. 

• Chapter 3 Describes the methodology of the project with details on the facility, 

experimental model and imaging analysis used with experimental analysis in 

hypersonic flow techniques to be applied. 

• Chapter 4 Discusses the results of the project including annotations and findings. 

• Chapter 5 Discusses the authors conclusion of their work and further work opportunities. 
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Chapter 2 

 
Literature Review 
 

 

2.1 Chapter Overview 

 

This Chapter presents a fundamental background of hypersonic theory. The chapter 

concludes on current literature and gaps observed in current work in within boundary layer 

interactions and spectral analysis.  
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2.2 Hypersonic Fundamentals 

 

The analysis of compressible gas that involves systems with high speed flows is generally 

expressed as a dimensionless number known as the Mach number. Cengel et al. (2017) 

defines the Mach number as 

 

 
𝑀𝑎 =  

𝑉

𝑐
  

Equation 1 

 

 

Where 𝑉 is the velocity of air and 𝑐 is the local speed of sound. The speed of sound is a 

function of temperature only and is defined as  

 

 𝑐 =   √𝛾𝑅𝑇 Equation 2 

 

Where 𝛾 is the ratio of specific heats, 𝑅 (
𝐽

𝑘𝑔𝐾
) is the gas constant and 𝑇 (𝐾) is the 

temperature of the fluid (Pritchard 2011). 

 

A flow is called hypersonic when the 𝑀𝑎 ≫ 1 (Cengel et al. 2017). Anderson (1984) 

states that the conventional definition of hypersonic flow within the industry is where the 

Mach number is greater than 5 however, notes that this is a rule of thumb. Hypersonic 

flow is more accurately described as where certain flow phenomena become progressively 

more dominant as the Mach number increases. The following phenomena constitutes a 

description of features which are present in accurate definition of hypersonic flows.  

 

2.2.1 Thin Shock Layers 
 

The theory of oblique shock states that there is a notable increase of density along the 

shock wave, progressively increasing with respect to a larger Mach number. Once the 

density increases, it allows the mass flow following the shock to easily pass small voids. If 

the body is experiencing hypersonic flows the distance that is observed between the body  

and the shock wave can be thin. This is defined as the shock layer (Anderson 1984). 



2.2 Hypersonic Fundamentals    6    

  

 

2.2.2 Entropy Layer 

 

In a hypersonic flow, a thin shock layer is observed over a blunt nose with small shock 

detachment along the body. This creates a curve within the shock wave leading to large 

amounts of entropy in the body layer. Entropy flows downstream of the body, a 

phenomena known as wetting the body. Problems exist due to this as it becomes difficult 

to perform boundary calculations due to the unknown edge conditions of the boundary 

layer (Anderson 1984). Because of the presence of the entropy layer, studies of second-

mode instabilities in hypersonic flows are conducted on sharp-nosed models. 

 

2.2.3 Viscous Interaction 

 

Increased kinetic energy dissipates within the boundary layer in a hypersonic flow causing 

large increases in temperature. This increase causes an increase in the viscosity coefficient 

and a reduction in density. The thickness of the boundary layer increases, causing 

additional flow inconsistency by interacting with the outer inviscid flow creating a viscous 

interaction phenomena.  

 

2.2.4 High Temperature Flows 

 

The viscous dissipation as described in viscous interaction generates high surface 

temperatures. This can lead to vibrational excitation and dissociation. In hypersonic flow, 

the boundary layer chemical reaction extends to the reacting flow of the shock layer 

therefore, influences parameters such as lift, drag and moments on the vehicle (Anderson 

1984). However, since hypersonic flows can be produced in ground based test facilities at 

less than flight enthalpy, there is a need to separately classify hypersonic flows at high and 

low enthalpy. For flows greater than Mach 5 the term hypersonic is used. Flows greater 

than Mach 5 where the enthalpy is high such that high-temperature effect must be 

considered are termed hypervelocity flows. 

 

 

 



2.2 Hypersonic Fundamentals    7    

  

 

2.2.5 Summary 
 

As the Mach number increases to higher values, some or all of the discussed phenomena 

become more apparent in defining hypersonic flow. A visual representation of these 

characteristics is shown in Figure 1.  

 

 

Figure 1. Visual representation of hypersonic flow parameters (Anderson 1984) 
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2.3 The Second Mode Instability 
 

Second mode disturbances can be physically categorised as trapped acoustic waves 

located within the boundary layer. This is a generalised description however, the validity 

remains only under very strict particular and often, unrealistic circumstances (Knisely & 

Zhong 2019). It was concluded by Kuehl (2018) that thermoacoustic interpretation of the 

second mode dynamics are consistent with that of a forced, resonating, thermoacoustic 

standing trapped in a thermoacoustic impedance well.  

 

Second mode disturbances propagate downstream and have a phase speed similar to the 

velocity of the boundary layer edge velocity with a wavelength that can be up to three 

times the thickness of the boundary layer. This produces dominant frequencies ranging 

from approximately 100 kHz to greater than 1 MHz (Laurence et al. 2016).  

 

It is common to conduct research of hypersonic boundary layer transition on 7-degree 

half-angle cones as the simple geometry leads to verification of characteristics. This 

provides confidence in the technique to further test more complex geometries (Hyslop et 

al. 2021) When the study of second mode instabilities is of primary interest, the nose cone 

should be manufactured with a near sharp intersection point. This will avoid the formation 

of a significant entropy layer which can lead to suppression of the second mode instability 

(Kuehl 2018). 

 

A schematic that illustrates the boundary layer path transition is shown in Figure 2. If the 

environment consists of a weak disturbance, three stages of the path to transition exists. 

This consists of: (1) receptivity; (2) linear eigenmode growth; and (3) nonlinear 

breakdown to turbulence. The process of receptivity translates the external forces into 

boundary layer waves providing the initial condition of phases, frequencies and 

amplitudes. Modal growth remains linear of the unstable boundary layer waves. This can 

be obtained by calculating the eigenvalue equations of the homogeneous linearised 

stability equations. However, the cause of the break down to turbulence is primarily from 

the nonlinear secondary instability when the boundary layer waves reach certain 

amplitudes.  
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This three-stage process of transition is represented as path A in Figure 2 (Zhong & Wang 

2012). 

 

As there is growth in the disturbance amplitude, transient growth from the nonorthogonal 

nature of Orr-Sommerfeld and Squire eigenvalues increases importance. A weak transient 

growth can provide an increased initial amplitude contributing to modal growth. This has 

been represented as path B in Figure 2. However, if the transient growth is strong, this can 

directly lead to nonlinear instabilities further, resulting in a breakdown to turbulence. This 

is represented as path C and D in Figure 2. In the context of hypersonic boundary layers, 

the first and second modes are the relevant instability waves although, second mode 

instability becomes the most dominant instability with Mach numbers larger than 4 

(Zhong & Wang 2012). 

 

 

 

 

Figure 2. A schematic of the boundary layer transition path to turbulence (Iyer 2015)   
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2.4 Shock Wave Boundary Layer Interaction 

Unsteadiness 

 

SPOD has been successfully applied to shock wave boundary layer interaction (SWBLI) 

studies in hypersonic flows therefore, it is advantageous to explore the properties of 

SWBLI to discover and similarities which may exist with the study of the second mode 

instability. SWBLI unsteadiness has been directed to either completely turbulent or 

laminar boundary layers (Gaitonde 2015). Generally, interactions within the turbulent and 

laminar boundary layer maintain symmetric with respect to the test plate centreline and is 

seen as a smooth separation line as shown in Figure 3 (a) and (c). However, a laminar 

boundary interaction develops large separation bubbles (Murphree et al. 2006). 

Traditionally, it is observed that a transitional interaction will include both phenomena as 

seen in a turbulent or laminar flow.  

 

 

Figure 3. An example of streakline visualisation in hypersonic flow by (a) fully turbulent, (b) transitional, (c) 

laminar (Murphree et al. 2006) 

 

In past studies, literature has emerged that offers contradictory theories on the cause of 

SWBLI. It has been published that there is no influence from the upstream boundary layer 

and that it is the downstream separation bubble that promotes unsteadiness (Martin et al. 

2008). However, it has been argued that the driving cause of unsteadiness is the upstream 

boundary layer. 
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Furthermore, Combs et al. (2017) suggests that both upstream and downstream boundary 

layers could contribute with the conditions of each becoming more apparent with respect 

to the conditions of the flow.  

 

Utilising the process of schlieren images and pressure measurement, shock waves in the 

boundary layer has been investigated in a transitional flow. With the aid of a shock 

generator, interactions were produced. It was observed that a low frequency fluctuation 

occurred at separation and reattachment points. Occurring at a high frequency, this 

suggests that the upstream boundary layer is a critical factor in low frequency SWBLI 

unsteadiness (Estruch et al. 2010). 

 

Clemens and Narayanaswamy (2014) published their results of a study of past research 

that studies low frequency unsteadiness within the shock wave boundary layer interaction. 

They concluded that the upstream boundary layer works in a combination with 

downstream instability in all the interactions. It was observed that the extent unsteadiness 

was directly related to the upstream boundary layer and that a decrease was observed 

when the separation bubble increased.  

 

A recent study by Combs et al. (2016); Combs et al. (2017) was conducted on SWBLIs 

that are cylinder induced. Both transitional and fully turbulent flows were observed. With 

the aid of SPOD analysis, the high speed schlieren images showed that there was 

increased energy within the separated flow region. This was observed in the 2 kHz – 6 

kHz band within the transitional boundary layer interaction. However, separated flow was 

not observed in the spectral analysis of a turbulent boundary layer interaction although, 

the schlieren image showed that separated flow was visible in the interaction. This 

concluded that the unsteadiness observed in a transitional interaction is influenced by the 

instability of the separated flow region however, the turbulent interactions are observed 

from the incoming boundary layer (Cottier 2019). Therefore, spectral decomposition 

methods such as SPOD have been utilised to successfully identify modes and structures 

containing energy within SWBLI applications from schlieren measurement. As these 

applications utilise schlieren imaging, the density gradient of the flow in one direction is 

utilised as per the intended application to the second mode instability. 
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A significant difference between SWBLI and second mode applications is the frequency 

of application. SWBLI the energy containing modes and within the order of kHz while the 

second mode is present in the 100s of kHz bands. The increased frequency is essentially a 

higher wavenumber and therefore, a smaller structure. Applying the method of SPOD to 

the study of the second mode instability will analyse the limitations of SPOD both 

spatially and spectrally.  
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2.5 Application of Modal Decomposition Methods to 

Studies of Hypersonic Boundary Layers and SWBLI 

 

The stability and transition from laminar to turbulent boundary layers at hypersonic speed 

has maintained an interest in academic research for over 50 years. First and second mode 

boundary instabilities are associated with the path to turbulence particularly, in dominant 

modal growth (Fedorov 2011). Mack (1975) confirmed that boundary instability is a 

prerequisite of transition further noting that altering the frequency and amplitude of the 

instability varies the transition region. A common technique used to study hypersonic 

boundary layers is the application of modal decomposition to SWBLI. 

 

Previous research to investigate SWBLIs has focused on alternative methods of modal 

analysis. However, proper orthogonal decomposition (POD) and dynamic mode 

decomposition (DMD) are the most widely used methods (Kunihiko et al. 2017). Lumley 

(1967) initially introduced the theory of POD in the mid 1960’s. At that time, POD was 

utilised as a method of decomposing the turbulent fluid motion into a finite number of 

modes.  

 

This method was used to capture the energy in the flow field (Weiss 2019). Academics 

within the hypersonic and fluid transfer disciplines utilised this method, adapting it to 

increase its ability such as Sirovich (1987) who modelled snapshot POD and Ramasamy et 

al. (2019) who more recently optimised a clustering technique using POD methodology.  

 

Due to the simplicity in the computational process and the appealing ability of 

reconstruction of fluid flow phenomena, the POD method maintains relevancy within 

industry (Weiss 2019). In 2008, Schmid (2010) introduced another now, common method 

for analysis known as dynamic mode decomposition. This method acts to reduce time 

resolved data into smaller modes. In a difference with DMD, the modes are listed by a 

frequency however, POD lists by energy.  
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Therefore, both methods compute the energy at a single frequency. This promotes 

sensitivity in the data with respect to noise and small scale turbulence promoting some 

difficulty in the identification of the correct flow phenomena in some projects (Kunihiko 

et al. 2017). 

 

A study was conducted on the examination of an oblique shock wave/turbulent boundary 

layer interactions by Nichols et al. (2016). The DMD and the global stability analysis  

(GSA) methods were used. The conclusion was that two mechanisms exist to drive 

instability, the lower frequency motion of the separation bubble and a higher frequency 

motion much like a wave about the sonic line.  

 

A further study conducted by Priebe et al. (2016) consisted of an observation of the 

compression ramp induced shock wave/turbulent boundary layer. It was concluded that a 

factor of frequency unsteadiness could be contributed by a shear layer. Loginov et al. 

(2006) and Floryan (1991) concluded that although the incoming boundary layer could be 

influential in large unsteady vortical structures, their results show that the formation is 

found within the downstream flow. Furthermore, it is thought that the concave streamline 

contributes to the onset of Görtler vortices that then drive a low frequency unsteadiness.  

 

Vanstone and Clemens (2019a, 2019b) analysis using the POD method showed that there 

were multiple mechanisms present that drove unsteadiness through different frequencies. 

Midfrequency unsteadiness was driven by the observation of velocity superstructures in 

the boundary layer. This was the cause of velocity structures in the separation region. 

Furthermore, high and low velocity structure in the separation field was likely to be 

relatable to high frequency unsteadiness. No further conclusions were made with respect 

to low frequency unsteadiness. However, it was noted that low steady frequencies did was 

not observed to be controlled but the boundary layer superstructures. 
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2.6 Review of Spectral Analysis 

 

POD and DMD methods of analysis provide the researcher with greater understanding of 

the problem. POD modes are ranked with respect to their energy and produce spatially 

coherent modes however, the time dependence is random. DMD modes are ranked by 

their frequency therefore, temporally orthogonal. Identifying flow phenomena can be 

tedious as the energy is also recorded at a singular frequency (Lumley 1967). There has 

been previous research of the adaptability of combining the spatial orthogonality of the 

POD method with the temporal orthogonality of the DMD method.  

 

Cammilleri et al. (2013) was involved in a development of an algorithm that obtained 

dynamics of reduced order model in the means of performing matrix multiplication. This 

method was known as the Chronos-Koopman Spectral analysis, it utilised the POD and 

DMD method. The method involved extracting the POD temporal coefficients by applying 

the Navier Stokes equations followed by performing DMD analysis on the POD chronos. 

However, this resulted in unreliable results (Cottier 2019). 

 

Another analysis method known as spectral proper orthogonal decomposition (SPOD) has 

shown to be advantageous (Tinney & Jordan 2008). SPOD uses a Fourier transform that is 

capable of producing coherent like structures similar to POD analysis however, temporal 

orthogonality is retained similar to DMD. The SPOD method has been in existence in vary 

methods since the 1960s however, since the modern advancements of computational 

power, it has increased in interest within the field (Towne et al. 2018).  

 

Picard and Delville (2000) applied a spectral POD analysis method on unsteady structures 

combined with a subsonic jet. It was found that the analysis showed SPOD enhanced the 

temporal wavelength variations as opposed to the POD method. When at its lowest, the 

SPOD mode contained greater energy than to the compared lowest order POD mode. 

Similar results were also obtained in an analysis of velocity data of a hot wire rake 

suggesting that SPOD is a valuable energy analysis method (Tutkun & George 2017). 
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Proper Orthogonal decomposition (POD) technique remains the most utilised method of 

analysis. This technique decomposes the modes, generating the spatial correlation tensor.  

The decomposition process formulates spatially orthogonal modes where the loss of 

sequential ordering is observed. Therefore, the modes have a random time dependence 

(Towne et al. 2018). Dynamic Mode Decomposition (DMD) is an alternative analysis 

technique to POD. DMD was developed to identify coherent structures from the flow data 

with a primary aim to obtain modes that describe the flow dynamics. However, opposite 

results are achieved as DMD results in temporal orthogonalization of the data that is 

spatially non-orthogonal. Where, POD is described as spatially orthogonal modes 

arranged in a random time dependency (Towne et al. 2018). 

 

In a more recent study, the turbulence of a jet was analysed using the SPOD method by 

Schmidt and Towne (2019), the study included plotting the Eigenvalue decomposition. 

This identified a low rank dynamic a lower order mode while over low frequencies. The 

previous studies have provided a detailed overview into the ability of the SPOD method 

including, the effectiveness for the application of unsteady flow phenomena. Therefore, 

SPOD has been selected for this study.  
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Chapter 3 

 
Methodology  

 
3.1 Chapter Overview 

 

This chapter describes the equipment required for experimental testing. The beginning of 

the chapter provides an overview of the TUSQ facility at the University of Southern 

Queensland. This is followed by a description of the manufacturing process of the 

experimental model and an overview of experiment design is discussed.  

 

The chapter concludes by describing the technique chosen for the work in this project. A 

fundamental summary of the SPOD technique is presented followed by a summary of the 

mathematical functions utilised with the MATLAB script. Furthermore, the images 

obtained for the schlieren image analysis are introduced and discussed.  
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3.2 TUSQ Facility 

The University of Southern Queensland Hypersonic Wind Tunnel (TUSQ) consists of a 

Ludwieg tube with free piston compression heating that produces Mach 6 hypersonic air 

for approximately 200 ms (Buttsworth 2009). The long test flow duration is unique in 

comparison to other hypersonic testing facilities in Australia. This provides further ability 

to simulate unsteady aerodynamic problems (Buttsworth & Smart 2010).  

The facility can be configured for two modes of operation: (1) a 16 m Ludwieg tube with 

free piston compression heating or (2) an atmospheric pressure, blow down to vacuum 

configuration. This mode of operation is suitable for various supersonic flow simulations. 

Typically, the facility is configured and operated as a free piston compression Ludwieg 

tunnel producing hypersonic low enthalpy flows from Mach 2 to Mach 7, replicating 

various aspects of hypersonic conditions. Figure 4. presents a schematic of the TUSQ 

facility. Annotated photographs from the high-pressure reservoir, nozzle section and test 

section are also provided in Figure 5. 

 

 

Figure 4. TUSQ facility (Buttsworth & Smart 2010) 

Figure 5. Annotated photographs of TUSQ components 
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For the Mach 6 flow used herein, the initial state of the facility consists of three gas 

regions: (1) the high-pressure reservoir of 3 MPa, (2) the barrel which contains air initially 

at 94 kPa at ambient temperature and (3) the nozzle, test section and dump tanks with a 

pressure < 1 kPa. A piston with a mass of 340 g is positioned downstream of the primary 

release valve and a Mylar diaphragm provides separation of the barrel from the nozzle 

inlet. Table 1. lists the properties of the fundamental components of the TUSQ facility.  

 

Table 1. Fundamental components of TUSQ 

Component Characteristic 

Air reservoir Volume = 350 L 

Primary ball valve Ø27.6 mm 

Nylatron piston m = 340 g 

Barrel Ø130 mm, L = 16 m 

Test section Ø600 mm, L = 830 mm 

Dump tanks V = 12.5 m3 

 

A run commences by a controlled opening of the pneumatic ball valve. Jones et al. (1973) 

found that opening the primary valve slowly limits the magnitude of piston oscillations 

that can onset oscillations of the barrel pressure within the compression phase. Following 

the release of the high-pressure air, the piston is forced along the barrel tube, compressing 

the gas within it. The compression will continue until the 100 𝜇𝑚 Mylar diaphragm 

located at the entry to the nozzle ruptures. The pressure in the tube is approximately 1 

MPa at the point of rupture. After the rupture of the diaphragm, the gas accelerates 

through the nozzle and enters the test section. The barrel pressure measurement is 

achieved using a PCB 113A03 piezoelectric pressure transducer located upstream of the 

nozzle entrance. This transducer is amplified and converted using a Kistler type 5015 

charge amplifier.  
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A cross section of the Mach 6 nozzle shown in Figure 6 provides an appreciation of the 

geometry and shows the pressure transducer mounted 225 mm upstream of the nozzle 

entrance for barrel pressure measurement.  

 

 

Figure 6. Cross section of the Mach 6 nozzle (Birch et al. 2018) 

 

A trace for the typical barrel pressure is displayed in Figure 7. The trace is configured that 

t = 0 s is at the point of diaphragm rupture. The gradual opening of the valve is shown 

from ~ -1100 ms. This accelerates the piston, compressing the test gas. It is noted that 

once the primary valve is fully open, the approximate rate of pressure increase is 1.41 

MPa/s.  

 

 

Figure 7. Barrel pressure based on historical data (Birch 2019) 
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3.3 Model Geometry 

 

The instabilities present within the boundary layer of a 7-degree half angle precision 

machined cone have been investigated using SPOD. The cone is mounted to the model 

support bracket with a zero angle of attack in the hypersonic wind tunnel facility (TUSQ) 

located at the University of Southern Queensland, Toowoomba. A three-dimensional 

concept model was constructed by the staff at TUSQ. The Author was tasked with the 

manufacturing management of the cone. This responsibility included alteration to the 

design and drafting to suit manufacturability, material procurement, machining of 

components and final assembly. Workshop drawings are shown in Appendix E 

 

A 7° half angle cone has been manufactured in three sections. These consist of nose tip, 

intermediate frustrum and the rear frustrum. A three-dimensional representation of the 

model is shown in Figure 8. The author acknowledges that the concept design of the 7° 

half angle cone was by others however, the author was responsible for the engineering 

design for manufacture, material procurement, machining and final assembly of the 

components. 

 

 

Figure 8. 7° half model cone representation 
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Four approximately 75 mm long nose tips were machined from 630 grade stainless steel 

with a common taper, counterbore and a screwcut internal thread for mounting to the  

intermediate frustrum. The final machining of the nose tips consisted of no radius,  

0.05 mm radius, 0.1 mm radius and 0.2 mm radius. Figure 9 shows a comparison of each 

radius on a sharp nose tip at a scale of 20:1. 

 

 

Figure 9. An example of the 0.05 mm, 0.1 mm and 0.2 mm radius at a scale of 20:1 

 

This finish was achieved on a Kellenberger UR 175/1000 CNC cylindrical grinding 

machine. The intermediate frustum was machined from 630 grade stainless steel with an 

external thread to suit the nose tip and an internal thread and counterbore to suit the rear 

frustum with an approximate length of 110 mm.  

 

A fixture was manufactured to mount the intermediate frustum to allow the taper to be 

machined +1 mm diametrically. The final machining to finished size was carried out as an 

assembly. Two mating sections are assembled for the rear frustum.  



3.3 Model Geometry    10    

  

 

The upper section is machined from 630 grade stainless steel and the lower section is 

machined from black Acetal. The upper and lower sections were machined cylindrically.  

The internal profile consists of stepped counterbore sections that allow for cable access 

and fitting of the PCB inserts.  

 

A fixture was manufactured to support the upper and lower sections. This allowed the 

individual sections to be machined in half allowing the PCB insert pockets and M3 tapped 

mounting holes to be machined into the upper section. This process was carried out on a 

Mazak 300IV Integrex CNC Lathe. The final operation involved assembling the model, 

including the PCB inserts. The assembly was mounted to a final operation fixture ensuring 

concentricity to the finish ground nose tips and then finish turned. This ensured a smooth 

transition between mating surfaces, eliminating inconsistencies within boundary layer 

analysis. Figure 10 shows a cross section of the cone that includes the field of view for the 

schlieren imaging that is presented in this work is marked with a red dashed rectangle.  An 

annotated image of the completed machined 7-degree cone is shown in Figure 11. 

 

 

 

Figure 10. Cross section of model (Webb et al. 2022) 
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Figure 11. Image of the finished machined 7-degree cone with annotated components 
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All experiments for this study used the 0.2 mm radius tip nose tip. PCB132B38 sensors 

were mounted perpendicular to the surface of the cone and are installed with 

approximately 32 mm centres.   

 

The pressure sensors were installed in positions D – G for the experiment for which the 

450,000 fps schlieren imagery is available. Later testing with a complete suite of sensors 

was completed. However, the schlieren imagery from these tests could not be recorded as 

the high-performance high-speed camera was no longer on loan. 
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3.4 Experiment Design 

The schlieren system utilised in this experiment was configured in a z-type arrangement. 

A schematic of the schlieren configuration is shown in Figure 12. The schlieren system 

arrangement at TUSQ consists of five mirrors. The mirrors are: three planar; and two on-

axis parabolic mirrors with 2040 mm focal length. A knife edge, light source and a high-

speed camera are included in the configuration. The laser used in this experiment is a 

Cavitar CAVILUX UHS ultra high-speed illumination smart laser. The monochromatic 

light output has a continuous operation duty cycle of 3% however, to achieve the 450,000 

fps (20 ns exposure) required in this study, the duty cycle was exceeded for 6 ms followed 

by the laser being shut down to prevent failure due to excessive heat. This short exposure 

time eliminates motion blur effects in the flow. For example, a feature moving at 1 km/s 

(approximately the Mach 6 free stream velocity) moves only 20 micrometers in 20 ns. 

This performance is essential for the application of image processing techniques such as 

SPOD. 

 

The high-speed camera was a Phantom TMX 7510 on a one-day loan from Adept 

Turnkey. The camera was used to capture the images at a rate of 450 000 fps with a 

resolution of 1280 x 128 pixels. The wall-normal density gradients were captured by 

positioning the knife edge and camera parallel to the surface of the upper section of the 

model (Webb et al. 2022). 
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Figure 12. Representation of the schlieren system (Webb et al. 2022) 
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3.5 Schlieren Image Analysis 

 

A set of images obtained from run 1229 have been obtained and reviewed for the SPOD 

analysis. A representative schlieren image from the 7-degree angle cone experiment is 

shown in Figure 13. Some features of interest have been annotated, including direction of 

flow, an observed rope like structure and the separation region.  

 

 

Figure 13. Annotated schlieren image of the cone 

 

Small areas of turbulence are observed in a variety of sizes however the boundary layer 

remains predominantly laminar. The transition from the laminar boundary layer flow to 

spots of turbulence is noticed to be in a transitional region of flow as no consistency in the 

flow was observed. However, rope like structures were observed in the laminar boundary 

layer. This characteristic is of second mode instabilities. This observation was also 

inconsistent of a repeatable pattern. Therefore, statistical and time-windowed methods are 

often used for analysis. 

 

Figure 14 shows a sequence of schlieren images captured in the 7-degree cone experiment. 

The images represent a snapshot of the motion of the fluid flow and boundary layer 

interaction. It is observed that the laminar boundary layer dissipates where a turbulent spot 

emerges as the flow separates. This feature is observed to travel as a system although, as 

noted previously, in an inconsistent form.  
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Figure 14. Sequence of images displaying the boundary layer motion 
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3.6 SPOD Technique 

 

SPOD is an analysis tool that provides a common connection with respect to POD and 

DMD. The SPOD technique distributes flow data into modes much like the POD method 

however, SPOD includes the decomposition of the cross-spectral density tensor. 

Therefore, modes each oscillate at a singular frequency. POD results in modes that are 

spatially coherent where, SPOD results in modes that represent evolving coherently 

structures in time and space. Due to the uncorrelated frequency components of the Fourier 

transformation, the time dependency is retained (Towne et al. 2018). 

 

The MATLAB script used for the SPOD technique in this research utilises the SPOD 

function code produced by Towne et al. (2018). The core of this function is based on a fast 

Fourier transform known as the Welch method, averaging the data over multiple 

realisations of the flow (Towne et al. 2018). A schematic depiction of Welch’s method for 

the estimation of SPOD modes is shown in Figure 15.  

 

 

 

Figure 15. Schematic depiction of Welch's method (Towne et al. 2018) 
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This can be represented further by compacting into a data matrix (Towne et al. 2018).  

 

 𝐐 = [𝐪1, 𝐪2, . . . , 𝐪𝑘 , . . . , 𝐪𝑀] ∈ ℝ𝑁×𝑀 Equation 3 

 

Where, 𝐪𝑘 is a representation of the instantaneous state of 𝐪(𝑥, 𝑡), M is the equally spaced 

time instances. The data set is partitioned into a set of smaller blocks that can overlap. The 

blocks are shown as 𝑁𝑏 number of blocks and, 𝑁𝑓 for the quantity of snapshots captured in 

each block. This is shown mathematically in Equation 4. 

 

 𝐐 = [𝐪1  
𝑛 , 𝐪2  

𝑛 , . . . , 𝐪𝑘  
𝑛 , . . . , 𝐪𝑁𝑓

𝑛 ] ∈ ℝ𝑁×𝑁𝑓 Equation 4 

 

Where, 𝐪𝑘
𝑛 is the kth entry in the nth block. Next, the discrete Fourier transform (DFT) is 

calculated for each block. This is achieved by computing a fast Fourier transformation.  

 

 𝐐̂𝑛  =   𝐹𝐹𝑇( 𝐐𝑛 )  = [𝐪̂1
𝑛  , 𝐪̂2

𝑛  , . . . , 𝐪̂𝑘
𝑛  , . . . , 𝐪̂𝑁𝑓

𝑛 ] Equation 5 

 

Where, 𝐪̂𝑘
𝑛 represents the Fourier component at the kth discrete frequency, 𝑓𝑘 within the nth 

block.  

 

Furthermore, arranging the Fourier coefficients at frequency 𝑓𝑘, a new compact data 

matrix can be written.  

 

 𝐐̂𝑓𝑘 = √𝑘  [𝐪̂𝑘
(1)

  , 𝐪̂𝑘
(2)

  , . . . , 𝐪̂𝑘
(𝑁𝑏)

]  ∈  ℝ𝑁×𝑁𝑏 Equation 6 

 

Where, 𝑘 =
∆𝑡

𝑠𝑁𝑏
 and 𝑠 =  ∑ 𝑤𝑗

2𝑁𝑓

𝑗=1
. The nodal value of the window function is used to 

control inconsistency of non-periodicity. This is known as scalar weights, 𝑤𝑗
2 (Cottier 

2019). 
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The estimated cross-spectral density tensor can be written at frequency 𝑓𝑘, 

 

 𝑆𝑓𝑘  =   𝐐̂𝑓𝑘𝐐̂𝑓𝑘
∗  Equation 7 

 

Convergence of this estimate is achieved when the number of blocks 𝑁𝑏 and snapshots 

within the block 𝑁𝑓 increase simultaneously. This reduces the infinite-dimensional 

eigenvalue problem to an N x N matrix eigenvalue problem. Spectral decomposition 

decomposes the cross-spectral tensor where the SPOD modes can then be calculated. 

SPOD modes are shown to be an optimal research analysis tool due to efficiency in the 

identification of flow structure that evolves coherently in time and space (Towne et al. 

2018).  

 

 

3.7 PCB Inserts 
 

The baseline measurement for comparison to the SPOD study was achieved by measuring 

the pressure fluctuations of four sensors mounted normal to the cone surface. The sensor 

model is PCB132B38 and have a working capacity from 11 kHz to 1 MHz. The sensors 

were installed in positions D-G for the present SPOD analysis work. PCBs serve an 

excellent tool for performance reference and comparison in this work. These sensors have 

become a standard for second mode amplitude measurement and have performed in 

hypersonic wind tunnels worldwide (Marineau et al. 2018) 
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Chapter 4 

 
Results 

 
4.1 Chapter Overview 

 

Results from the power density spectrums of two TUSQ runs are presented in this chapter. 

Measurements have been taken by a suite of PCBs mounted to the surface of the upper 

rear frustrum of the 7-degree cone. A SPOD analysis has been conducted using schlieren 

visualisation. Discussion of the comparison between the methods identifies effects that 

may have impacted the data.  
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4.2 PCB Data 

 
4.2.1 TUSQ Run Overview 

 

The 7-degree half cone model has been analysed in TUSQ with two configurations. The 

configuration of the first run, 1229 consisted of four sensors assembled in positions D, E, 

F and G. This analysis included utilising the high-speed camera, Phantom TMX 7510 on 

loan from Adept Turnkey. The high-speed camera captured the schlieren data of interest 

for the SPOD analysis. The configuration of the second run, 1374 consisted of seven 

sensors assembled in positions A, B, C, D, E, F and G. TUSQ run configurations have 

been tabulated in Table 2. PSD analysis was obtained and observed for TUSQ run 1229 

and 1374 for this study and used as a comparison for the schlieren data for SPOD analysis. 

Run 1374 included the full pressure sensor suite therefore, this run was considered first.  

 

Table 2. TUSQ runs for 7-degree half cone model 

                   

Inserts 

Available 

data flow 

duration for 

schlieren 

(ms) 

A B C D E F G  

TUSQ Run 1229 PCB analysis    • • • • 21 

TUSQ Run 1374 PCB analysis • • • • • • • 21 

TUSQ Run 1229 schlieren data of 

interest for SPOD analysis 
   • • • • 6 

 

 
4.2.2 PSD analysis of TUSQ Run 1374 

 

The raw signals of all PCBs installed for TUSQ run 1374 have been calibrated and the 

pressure graphed in Figure 16. The plot has been offset in the pressure fluctuation axis for 

clarity.  
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The PCB pressure provides an overview of quality and expectation of data obtained for 

further PSD analysis. 

Figure 16. PCB pressure for complete run time of all PCBs for run 1374 

 

A power spectrum density (PSD) analysis of run 1374 has been computed and shown in 

Figure 17. Additional PCBs were installed in the 7-degree cone for further analysis of the 

boundary conditions of the rear upper frustrum. The nomenclature of these PCBs is A 

through to G. The results have been windowed over the domain 𝑇0 = 10 ms and a window 

length of time of 20 ms. Windowing of the data to a limited section of 10-30 ms of the run 

duration provides a longer time series than achieved with the 6 ms of schlieren data.  

This longer duration window allows a clearer PSD plot due to the reduction of background 

noise and unnecessary peaks outside of the second mode interest of 200-300 kHz without 

sacrificing data fidelity as this extended period is still within the steady test flow period.  
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All PCBs displayed peaks between 200 and 300 kHz. Frequencies beyond 450 kHz are not 

related to the second mode instability. Further electrical noise is observed in the range of 

700-850 kHz and 864 kHz AM radio frequencies.  

 

 
Figure 17. Power spectrum plot for 20 ms from domain 𝑡0 =10 ms – TUSQ run 1374 

 

Figure 18 shows a narrowed representation of the PCBs within the 200-300 kHz area of 

interest. Narrow peaks observed below 20 kHz are not consistent between the sensors. 

This inconsistency is caused due to electrical noise from the PCB wiring and strain relief. 

The observation obtained from analysis shows that the intensity increases along the cone. 

Each PCB observes an increase in intensity over the assembled 32 mm centres, confirming 

that the amplification of the second mode occurs spatially.   

The second mode growth along the cone is identified by the increase of energy within the 

200 – 350 kHz band. The peak energy frequency decreases with distance along the cone 

consistent with the second mode instability propagating in a boundary layer of increasing 

thickness. 

There is recurrence between PCB A to PCB F however, PCB G observes a decrease in 

amplitude. This indicates a decay to turbulence in the region between PCB F and PCB G. 

Furthermore, the peak wavelength decreases along the surface of the cone as expected, as 

the boundary layer increases. 
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Figure 18. Power spectrum plot 20 ms from domain t=10 ms from run 1374 with narrowed frequency to area 

of interest 

 

4.2.3 PSD analysis of TUSQ Run 1229 

 
A spectrogram of PCB D over the complete flow time of the run is shown in Figure 19. 

This shows a representation of the frequencies observed over the run time. The annotation 

shows a greater power spectrum in the frequency 200-300 kHz. This complies with the 

expected second mode area of interest.  

 

 

 
Figure 19. A visual representation of the spectrum of frequencies of the signal as it varies over the time of 

the run including annotation of the second mode region of interest for PCB D 
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The raw signals of PCB D to PCB G of TUSQ run 1229 have been calibrated using 

manufacturer supplied calibrations; and the barrel pressure for Run 1229 is shown in 

Figure 20. The plot has been offset in the pressure fluctuation axis for clarity. The 

complete barrel pressure plot is shown in Appendix H. 

 

Sharp spikes in the plot are likely to be particulate effects. Spikes should be identified and 

masked form the PSD process as the step change can excite all frequencies. It is observed 

that PCB G experiences a large degree of amplitude noise from 150 ms. This is due to the 

nozzle Mach wave impinging on the cone surface. This region will be omitted from 

further analysis as it is a flow period not consistent with the schlieren images. 

 

Figure 20. PCB pressure for complete run time of PCB D – PCB G (top) Barrel pressure for T = 0-

0.21seconds from run 1229 (bottom) 
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A Baseline for the PSD measurements for TUSQ run 1229 was produced for PCB D to 

PCB G as shown in Figure 21. The prefow was analysed for 50 ms from 𝑇0 = -120 ms. 

The global plot is shown in Figure 21 is on the same scale used to present the baseline pre-

flow noise level to enable direct comparison of the flow-on and baseline states. As 

discussed in 4.2.2, increased spikes due to electrical noise is present beyond 700 kHz. 

Inconsistent narrowband peaks at < 200 kHz are observed due to electrical noise on the 

sensors however, the 200-300 kHz region shows a low level of amplification. 

 

 

Figure 21. Global baseline for pre flow PSD for 50 ms duration where T_0 = -120 ms 

 

A power spectrum density (PSD) analysis of run 1229 is shown in Figure 22. The 

observed run included four PCB sensors assembled in the 7-degree cone upper rear 

frustrum. The nomenclature of these PCBs is D through to G. The results have been 

windowed over the domain 𝑇0 = 10 ms and a window length of time of 30 ms. 
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All PCBs displayed peaks between 200 and 300 kHz. As per section 4.2.2, frequencies 

beyond 450 kHz are not indicated as useful therefore, ignored. Further electrical noise is 

observed in the range of 700-850 kHz. This is potentially strain relief or poor shielding. 

However, 864 kHz is due to AM radio frequencies. The increased pressure fluctuation 

observed with PCB G shows consistency with Mach wave impinging on the cone surface 

as seen in the PCB pressure data shown in Figure 22. 

 

Figure 22. Power spectrum plot for 20 ms from domain 𝑡0 =10 ms – TUSQ run 1229 

 

A narrowed frequency plot showing greater clarity of the 200-300 kHz area of interest is 

shown in Figure 22. Electrical noise from the PCB wiring and strain relief shows narrow 

peaks below 20 kHz which are not consistent between the sensors. This shows consistency 

with the results observed in section 4.2.2, TUSQ run 1374. PCB D to PCB F shows spatial 

increases in intensity along the cone surface with the exception of PCB G, as this indicates 

a decay to turbulence within the region.  
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Figure 23. PSD plot 20 ms from domain t=10 ms from run 1229 with narrowed frequency 

A PSD plot with a dB scale shown in Figure 24. This provides a clear comparision for the 

PSD for TUSQ run 1229 with the baseline for the facility. Providing a clear signal-to-

noise indication (SNR). The baseline shows the average measurments of PCB D to PCB G 

from t = 10 ms to t = 30 ms. Clearly, there is sufficient signal above the baseline to enable 

surface pressure fluctuation measurements using PCBs. 

Figure 24. PSD plot on dB scale for clear signal to noise indication (SNR) 
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4.3 SPOD Analysis 

4.3.1 SPOD energy spectra 

 

The SPOD methodology by Towne et al. (2018) produces the SPOD modes as an 

eigenvector and the corresponding eigenvalues is the modal energy within the cross-

spectral density matrix. SPOD modes are sorted in decreasing energy ensuring that the 

modes maintain the orthonormality properties. SPOD modes are arranged in an optimal 

format with respect to their energy. Therefore, the first SPOD mode is generally referred 

to as the optimal mode where is, the following modes are of lower energy and referred to 

as suboptimal modes.  

 

Examination of the change in modal energy as a function of the frequency is presented by 

plotting the SPOD eigenvalues for each mode as a function of frequency resulting in a line 

graph of the SPOD energy spectra, as presented in Figure 25. The SPOD energy spectra 

plot asserts that dominant structures are not identified in the SPOD analysis. From the 

PCB data, an increase in modal energy at around 200 kHz is expected although not 

apparent. Figure 25. This is approaching the maximum frequencies which can be resolved 

from Run 1229 where the 450,000 fps schlieren video data is available. A small spike is 

observed at 191 kHz. This unknown feature will be discussed later in the report. 

 

 

Figure 25. SPOD mode energy spectra plot 



4.3 SPOD Analysis 
 
     30     

  

 

The schlieren apparatus in TUSQ is not calibrated. Calibration can be achieved although, 

it is not practical in the current environment due to uncontrollable conditions. However, 

structures can be observed in the SPOD spectra images. 

 

The schlieren field of view for the SPOD analysis is shown in Figure 26. PCB D to G can 

be seen along the surface of the cone and have been annotated for clarity. Further analysis 

includes windowing the crop zone of the SPOD program to within the vicinity of each 

PCB and produce plots for these regions.  

 

Figure 26. Schlieren field of view 

 

 

The schlieren image has been windowed to the vicinity of each PCB as an alternative 

method for the SPOD analysis. Figure 27 shows the field of view that has been analysed 

post windowing by the crop zone function. This reduced and localised field of view was 

implemented to investigate if the PSD from SPOD could be improved and better spatially 

resolved. 
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Figure 27. Field of view of the PCBs as a result of windowing 

 

As shown in Figure 28-30, the SPOD energy spectrum exhibited no clear increase due to 

the second-mode instability, or any other flow feature. As the schlieren imaging was 

recorded at 450,000 fps, the maximum frequency which could be resolved from this data 

was 225 kHz, which is insufficiently high to resolve the entire energy spectrum containing 

the second mode as identified from the surface pressure fluctuation measurements.  

However, some increase at <200 kHz should be observed.  
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Figure 28. SPOD mode energy spectra plot vicinity of PCB D - cropzone = [600 95 20 15] 

 

 

Figure 29. SPOD mode energy spectra plot vicinity of PCB E - cropzone = [800 95 20 15] 
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Figure 30. SPOD mode energy spectra plot vicinity of PCB F - cropzone = [1020 95 22 15] 

 

 
Figure 31. SPOD mode energy spectra plot vicinity of PCB G – cropzone = [1220 95 20 15] 

 

 

 

 

 

 

 

 



4.3 SPOD Analysis 
 
     34     

  

 

4.3.2 Investigation of observed high frequency spike 

 
A sharp increase in frequency is observed at 191 kHz however, a SPOD spectra plot as 

shown in Figure 32 of this failed to provide a conclusion for the spike. The plot shows that 

frequencies in the vicinity of 191 kHz do not experience an entire excited frame. 

 

 

Figure 32. SPOD spectra image of 190 kHz (top), 191 kHz (middle) and 192 kHz (bottom) 

 

The initial assumption of the interference is the result of switching frequency of an LED 

light within the lab. Pre-flow schlieren imaging concluded that the spike is evident prior to 

the run. Further analysis consisted of the application of a photodetector in the TUSQ lab. 

The results of this analysis showing the frequencies of lighting within the TUSQ lab is 

shown in Table 3. 

  

Table 3. Photodector results in TUSQ 

Frequencies within TUSQ 

69 kHz     

111 kHz  Potentially visible in SPOD analysis  

136 kHz   Potentially visible in SPOD analysis  

157 kHz     

204 kHz     

225 kHz     

  

It is reasonable to assume the 191 kHz would come from lighting previously in the lab that 

was replaced between the run and the identification of this feature however, further  
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explanation of the sharp spike could not be identified. The analysis concluded that this 

frequency is not flow related and further investigation would require an analysis of the test 

camera however, this is not within the scope of this study. Therefore, frequencies from 

this region are omitted in this report. 

 

4.3.3 Background subtraction 
 

A simple average background flow field subtraction method was performed in attempt to 

emphasise the boundary layer however, from the authors observation, this did not improve 

the clarity of the image. A SPOD mode energy spectra plot was generated for both 

conditions and is shown in Figure 33. 

 

Figure 33. SPOD mode energy spectra plots with no background subtraction (left) and with background 

subtraction (right) 

 

4.3.4 SPOD spectra images 

 

Each mode within the second mode of interest was visualised by plotting a SPOD mode 

spectra image. This method proved as a reliable comparison to the SPOD mode energy 

spectra plots to confirm if structure was present within the schlieren images. On 

conclusion of the spectra image plots, it was confirmed that a clear rope like structure in 

the schlieren image was observed and present. This provides the suggestion that second 

mode instabilities within the boundary layer do exist.  
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Wavepacket convection velocity, frequency and wavelength structure angle is generally 

utilised to provide further classification of second mode instability however, this was not 

in the scope of this research. An example of the observed structures at various frequencies 

are shown in Figure 34. 

 

Figure 34. SPOD spectra images captured at various frequencies (from the top, 200 kHz, 206 kHz, 214 kHz 

and 225 kHz) 
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5.1 Conclusion 
 

A seven-degree half angle model has been manufactured and mounted at a zero angle of 

attack in TUSQ for analysis. Two runs have been observed with separate configurations 

such as run 1229 consisting of four sensors in positions D, E, F, G and run 1372 with a 

full suite of seven sensors installed. Run 1229 included the application of the high-speed 

camera, Phantom TMX-7510 on loan from Adept Turnkey. The schlieren images were 

captured at 450,000 fps.  

High speed pressure fluctuations measured at discrete locations along one azimuthal ray of 

the model surface shows the second mode growth along the cone as an increase of energy 

within the 200-300 kHz band. The peak energy decreased with distance along the cone 

surface showing consistency with second mode instability propagating a boundary layer of 

increasing thickness.  

SPOD was utilised as the method of analysis to investigate the most energetic modal 

frequency and modal structures. SPOD eigenvalues for each mode as a function of 

frequency have been obtained and graphed as a SPOD energy spectra. The SPOD energy 

spectra plot shown in Figure 34 asserts that dominant structures have not been identified 

in the SPOD analysis. In comparison of the PCB data, an increase in modal energy from 

200 kHz is expected however, not apparent in this analysis. Windowing of the schlieren 

images to the vicinity of the PCBs was conducted as an alternative method for the SPOD 

analysis however, the SPOD energy spectrum exhibited no clear increase due to the 

second mode instability. Schlieren imaging was recorded at 450,000 fps therefore, the 

maximum frequency that could be resolved was 225 kHz. This is insufficiently high to 

resolve the entire energy spectrum containing the second mode. However, the SPOD 

produced power spectral density plots should have resolved the portion of the second-

mode instability below 225 kHz. 

SPOD spectra images were obtained, and modal structure was successfully studied. Clear 

rope like structure is observed suggesting that second mode instabilities within the 

boundary layer exist. The greatest challenge for further development of a schlieren 

imaging based method for study of the second mode instability in TUSQ is hardware.  
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A high speed camera with an ideal frame rate of at least 560,000 fps and laser source 

capability could be explored to determine how many pulses at 560,000 Hz and 10 ns 

duration can be produced within the laser controller functionality. This investigation 

requires the procurement of high performance photodetectors for the completion of this 

work. However, SPOD spectra images suggest that there is scope to revisit this analysis.  

It is noted that this experiment was a one-off facility run. Although the inbuild frequency 

analysis did not produce useful results, SPOD may be useful for future modal structure 

studies. 

 

5.2 Further Work 
 

Further work on Spectral Proper Orthogonal Decomposition analysis in the TUSQ facility 

may follow from this study in the areas identified with the most feasible for short term 

results including further experience development with the SPOD method. I recommend 

application of the method to the study of features and structure of frequencies between 

500 Hz and 15 kHz. The lower bound will enable sufficient cycles within the full duration, 

while the upper frequency bound is within the continuous operation limits of the current 

hardware.  

Suitable studies could be vortex shredding, recirculation behind the rearward facing step 

or, fluid structure interactions. The fluid structure interaction study may require 

decoupling of the structure motion from the SPOD analysis. 
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Appendix A - Project Specification 

ENG 4111/4112 Research Project 

 
Project Specification 

 
For:  Adam Smith 

Title: Spectral Proper Orthogonal Decomposition of High Speed Schlieren 

Images 

Major:   Mechanical 

Supervisors: Dr. Byrenn Birch 

Enrollment: ENG4111 – EXT S1, 2023 

  ENG4112 – EXT S2, 2023 

 

Project Aim: The project aim is to use spectral proper orthogonal decomposition (SPOD) 

for the investigation of the flow around models which are mounted in the University of 

Southern Queensland’s Hypersonic Wind tunnel (TUSQ). The primary objective is to 

apply the SPOD technique to the study of second-mode instabilities, imaged using high-

speed schlieren, in the boundary layer of a slender cone at Mach 6. The analysis should 

reveal the most energetic modal frequency and structures. The SPOD results will be 

compared to high-speed surface pressure fluctuations which are measured at discrete 

locations along the one azimuthal ray of the model surface. 

 

Programme: Version 2, 20th February 2023  

 

1. Research the necessary background information on hypersonic flow theory and 

schlieren image analysis.  

2. Review the Spectral Proper Orthogonal Decomposition (SPOD) method and 

understand the numerical inputs. 

3. Install MATLAB utilising the UniSQ campus licence and review the SPOD 

examples to understand the method. 

4. Communicate with relevant hypersonic staff with respect to historical experimental 

data from the TUSQ facility for a 7-degree half-angle cone. 



  
 

  

 
5. Perform the SPOD technique and identify where the local frequency content will 

be quantified with respect to the boundary layer interactions.  

6. Compare the SPOD results to high-frequency surface pressure measurements. 

 

If time and resource permit: 

 

7. Apply the SPOD technique to schlieren imaging using a particle image 

velocimetry (PIV) like pulse train. 

8. Use SPOD to investigate the freestream density fluctuations in TUSQ. A 3-4 kHz 

narrowband fluctuation is known to appear after about 65 ms of flow. 



  
 

  

 

Appendix B - Project Requirements 

ENG 4111/4112 Research Project 

 
Project Resources 

 
 

Requirements: 

 

- Access to an adequate computer to be used for research with respect to the 

literature review, processing the dissertation document and analysing results – This 

is already in the students possession. 

- The student is required to access the UniSQ campus wide MATLAB licence and 

install on their machine furthermore, refresh their knowledge on the program. 

- Planning with respect to organising the appropriate required experimental data to 

complete the project. This involves effective communication with TUSQ 

engineering staff – This data has now been collected. 

- Experimental testing within the TUSQ hypersonic wind tunnel where, prior 

organisation will be required with the students supervisor and TUSQ engineering 

staff. This will likely be a piggy-back arrangement from a current PhD students 

work. 
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Appendix E – Manufacturing Drawing Modifications 
 



 

 

 



 

 

 

 

 



 

 

 

 

 



 

 

 

 

 



 

 

 

 



 

 

 

 

 

Appendix F – Manufacturing Process Photos 
 

 

Figure I 1. Rough turned Nosetips prior to finish grinding including manufactured Nosetip fixture. 

 

Figure I 2. Finish ground Nosetip 

 



 

 

 

 

Figure I 3. Example of completed R0.05 Nosetip - Scale 20:1 



 

 

 

Figure F 4. Manufacturing process photo including intermediate frustrum, sting mount, upper rear frustrum 

inserts and fixture components. 



 

 

 

Figure F 5. In process photo of the upper rear frustrum prior to machining in half. 



 

 

 

Figure F 6. Upper rear frustrum with assembled inserts and dowel pins (left) Lower rear frustrum machined 

from Acetal (right)  



 

 

  

Figure F 7. Assembled rear frustrums and intermediate frustrum fitted with turning centre for 7 degree 

finish turning 



 

 

 

Figure F 8. Assembled 7 degree half cone - lower rear frustrum focus 



 

 

 

Figure F 9. Assembled 7 degree half cone - upper rear frustrum focus 



 

 

 

 

Appendix G – TUSQ barrel pressure for run 1229 

A barrel pressure trace that has been configured to the point in time where the diaphragm 

ruptures, t = 0 for the run of interest is show in Figure G 1. The trace shows the gradual 

opening of the valve from ~1000 ms. The test gas is compressed as the piston accelerates 

within the tube with the rupture of a diaphragm shown at approximately 0.95 MPa. 

 
Figure G 1. Barrel pressure for complete run 1229 

 

 




